S&T Scenarios

Baseline:

For purposes of this paper any device that is required to directly connect to the DREN and meets the requirements for connection to the DREN is by definition, not a part of NMCI. 

For purposes of this paper any device that is required to directly connect to a contractor network or is part of a standalone network is by definition, not a part of NMCI.  In fact these networks are considered non-DoD networks and should have no direct connection to NIPRnet.   [This implies that any network that meets the DoD requirements to connect to NIPRnet would meet the requirements to be on the NMCI network and should migrate to NMCI vice become/remain a standalone network]

Access to NMCI services (E-Mail, File Share, NIPRnet/Internet) from any dot-MIL seat, not a member of NMCI will be through either a CLIN-32 Secure CITRIX Gateway or a B1 Secure CITRIX Gateway.  This same Gateway can be used to get to claimant CITRIX servers if such support is ordered from ISF (claimant CITRIX server is supported by the ISF’s N-Fuse Portal or the ISF ports a requested claimant application on their CITRIX servers).

Inbound access from non-NMCI seats to Claimant servers and ISF provided content servers inside NMCI will be through appropriately authenticated (non-revoked DOD-PKI Cert) SSL – HTTPS, SSL – ICA, SSH2 traffic that will be passed through un-inspected to servers behind B3 boundary protection.  ISF is requested to utilize a high performance, non-proxy based FW for this purpose in the long run.  Inbound access from non-NMCI seats to Claimant servers and ISF provided content servers inside the NMCI DMZ may or may not have authentication requirements depending on the DMZ zone being accessed.

Although not an S&T requirement, the B1 Secure Web Access Gateway is still required for access via HTTPS Web Servers that are located on the NMCI secure enclave (not behind a B3 boundary).  

Server Locations within NMCI:

1. ISF will provide a robust B1 DMZ with multiple zones to allow for appropriate placement of ISF and Claimant Servers that require access from non-NMCI network connected users.  (To include NMCI users who are accessing NMCI from either home, other DoD, other GOV, or public computers.)  
[Re the previous para, start with the zones, and then describe the authentication?  I.e., public access to a public server in the DMZ may not have any authentication.]  

2. ISF and Claimant production servers that have completed NSCAP and are supported under the NMCI controlled Domains will reside on the NMCI Enclave and will have access controlled by the NMCI Active Directory.

3. Claimant production servers that are supported by Claimant controlled domains and/or have only early stage NSCAP documentation (even if they are on the NMCI Domain and have access controlled by the NMCI Active Directory) will be placed behind an appropriate Server COI B3.

4. Servers will be looked at as four types, these will at a minimum reside on separate VLANs with appropriate logical separation.  If at all possible, the Developer servers should reside behind their own B3 with no access allowed by the servers to the NMCI environment – including the B1, B2 or NMCI network services. 

a. Production Servers

b. Quality Control Servers

c. Development Servers

d. Admin Servers

Server Locations outside NMCI:

1. DoN users may have servers located on other DoD networks that contain content which must be access by NMCI users

2. DoN users may have servers located on other DoD networks that contain content which must be access by NMCI servers

3. DoN users may have servers located on other DoD networks that are to be managed (either content or complete management) by NMCI users using CLIN 38AA/AB seats.

4. DoN users may have servers located on other Contractor networks that are to be  managed (either content or complete management) by NMCI users using CLIN 38AA/AB seats.

5. DoN users may have servers located on Legacy DoN networks that are to be managed (either content or complete management) by NMCI users using CLIN 38AA/AB seats.  These networks are scheduled for elimination as soon as possible – all seats and servers need to migrate onto NMCI, DREN connected networks or Standalone Networks.

Requirements for the CLIN 38AA/AB Seats:

1. These seats will be establish in logically separated COIs.

2. These seats will have two profiles:  “Developer” for adding HW & SW, “User” for normal operation, access to NMCI services, and utilization of user installer HW & SW.

3. Claimants will be able to identify [and change] which seats are able to communicate with which server COIs within the NMCI environment.  [NAVAIR needs much finer granularity, preferring ability to identify down to individual level vice even a subset of the S&T population controlled by VLANs.]

4. S&T Seats can be logically isolated from each other by Claimancy or finer control if required.

5. Access to B1 and ability to download any file from the NIPRnet or Internet. This ability is restricted by parameters and processes under the user agreement.  (? Both profiles or just “User” profile? – ability in Developer Mode may force seat into need to use CITRIX to access NMCI services – DAA decision required.)  File types have been identified as .exe, .vbs, .vbe, JAVA Development Kits, JAVA Runtime Environment, PSPICE Models and Templates (probably others yet to be identified).

6. Access to servers in all NMCI and Legacy environments listed above with the ability to perform:

a. Server management (OS and/or application)

b. Server builds/modifications/interactions and allowing rights to rejoin the machines to the domain.

c. Leverage the NMCI AD to add authorized users to the servers

d. File transfers / file shares

7. Access to servers in other semi-trusted environments listed above with the ability to perform:

a. Server management

b. Server builds/modifications/interactions 

c. Leverage the NMCI AD [or other service – LDAP?] to add authorized NMCI users to the Legacy Server  [assumes that DAA allows required level of trust and/or access]

i. Users have specifically requested access to the following “fields”:  NMCI user ID, NMCI Password, Claimant, Status (Active, Reserve, Civil Service, Contractor, etc), Command, Organizational Code (standard financial designator)

d. File transfers / file shares

8. Access to NMCI seats with ability to perform application help desk support.

a. Remote control capability

b. Remedy capability (?), other ?

9. Access to non-NMCI seats with ability to perform application help desk support.

- need to get claimant input with some specific case studies.  NetMeeting, SMS & PC Anywhere are examples

10. Access to their COI over both dial-up RAS and “broadband” RAS.  This capability is requested from both outside NMCI and from an NMCI wallplug at any NMCI site.

11. Allow use of VMWARE – any OS

12. Desire to have ability to operate NT4.0 seats in the S&T COIs with access to NMCI services.  This would be the same baseline seat as currently deployed by ISF for a couple of specialized Classified requirements.  These seats would also be upgradeable with 38AA/AB.  If required to meet DAA requirements, the option to provide CITRIX access similar to CLIN-38AC will be provided.

13. Desire a new CLIN to address some potential security issues with some of the more unrestricted CLIN 38AA/AB implementations.  This CLIN would be an additional upgrade to provide CITRIX access similar to CLIN-38AC.  The Developers have identified a number of instances where the software they are running requires them to be run in the Developer Mode – since they still need access to NMCI services natively (primarily file share but also E-Mail, Directory services, various NMCI servers). 

14. All B2s within NMCI need to be opened to same degree as identified and accepted under the recent B2 Pilot.

