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1 Introduction 

This document describes the software requirements for the Summary Ship Availability Schedule (SSAS) Portal Service that shall be accessed through the Navy Task Force Web Navy Enterprise Portal (NEP).

The purpose of the SSAS is to display ship availability schedule information for ships that have an availability scheduled within a particular time period.

The implementation of SSAS shall adhere to the TFWeb Navy Enterprise Portal Architecture for Content integration. It will use a 3-tier architecture as illustrated in Figure 1-1 (from the NEADG). This is a generic presentation of a 3-tier architecture and is not meant to illustrate the details of SSAS. These details will be determined during design and construction. 
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Figure 1-1 Three-Tier Architecture (from Reference 1)

· The User Facing Service (UFS) in the Presentation layer will send the interface to the user via the portal, accept input from the user via the portal and display results via the portal.

· The Data Oriented Service(s) (DOS) in the Business Logic layer that will accept input from the UFS, prepare the proper query, send the query to the Data layer, get the results from the Data layer, make any needed changes and send them to the Presentation layer.

· The Data Oriented Service(s) in the Data layer will accept the query from the Business Logic layer, determine the results from the database and send the results to the Business Logic layer.

1.1 Service Information Metadata 

Service Information describes the service itself and how the portal accesses it. There are a number of items that are still to be determined (-TBD-). These values will be needed before deployment.

Table 1‑1 describes the Service Information that must be entered during service registration. 

	Item
	Description
	Value

	Service Name
	A short, concise name that logically describes the Service. 
	Summary Ship Availability Schedule (SSAS)

	Version
	The version of the service that is deployed on the host application\web server.
	Version 1.0

	Service Description
	A brief description of the functionality and/or information provided by the Service.
	A content integrated portal service that displays schedule information for ship.

	DADMS ID
	The System ID in the DADMS that identifies the parent application for this service. 
	6334

	Functional Taxonomy
	The functional taxonomy category under which the service is listed. (See Section 3.1.4.1)
	Logistics

	Operational Taxonomy
	The operational taxonomy category under which the service is listed. (See Section 3.1.4.2) Added by your AMCS representative.
	-TBD-

	Target Users
	A description of the groups of users for whom the service is targeted.
	CNO, Fleet and Type Commanders

	Target Portals
	A description of the group of portals to which this service should be replicated.
	All Ashore (possibly Afloat in future)

	Binding

Type
	Describes the type of binding the Portal uses to communicate with the Service.  Select from: HTTPS or WSDL
	-TBD-

	Access Point URL
	The fully qualified URL to the entry point of the service (if Binding Type is HTTPS) or to the WSDL that describes the web service (if Binding Type is WSDL).
	-TBD-

	Send PRI
	Flag Indicating whether or not the PRI data is added to the request sent to the service. The method used to pass the PRI data is dependent upon the type of invocation used. The PRI data message is attached to the HTTP header for standard HTTP calls and if SOAP is used, is embedded in a SOAP header.
	Yes (default is no)

	Send Identity
	Flag Indicating whether the Portal passes the HTTP authentication header from the original client request to the service being called.
	Yes (default is Yes)

	Insert Style
	Flag Indicating whether the Portal inserts the appropriate Portal CSS into the HTML return stream, thus automatically handling the Portal Look and Feel.
	No (Default is No)

	Rewrite URLs
	Flag Indicating whether the Portal attempts to rewrite URL references in the return stream to proxy all requests back through the portal.
	Yes (default is Yes)

	Content MIME Type
	Optional. The Multipurpose Internet Mail Extensions (MIME) Type of the content being returned to the portal from the Service.  Specifying the MIME-type on this parameter can increase efficiency as the logic that attempts to determine the MIME-type can be avoided.
	Text/xml (others include text/html)

	Render XML
	Optional. Flag Indicating whether the Portal attempts to render XML using an XSLT stylesheet reference imbedded in the XML document. Setting this to N allows a service to pass the raw XML to the client to support client side rendering.
	Yes (Default is Yes)

	Generate Cookies:
	Optional. Controls whether the portal will generate a session cookie with the information necessary to allow re-invocation. This is intended for use when a forward proxy is used instead of the URL rewrite proxy.
	No (Default is No)

	Required Parameters
	A list of parameters that the Service requires to process. Please include a login/password if necessary to access.
	Beginning and End Date (or Fiscal Year) for time interval of interest.


Table 1‑1: Service Information

1.2 Document Scope

This document describes the function of the proposed web service.  It also provides the information required by Task Force Web for testing.

1.3 Glossary

ADS

- Authoritative Data Source

CNO

- Chief of Naval Operations

DOS

- Data Oriented Service

NDE

- Navy Data Environment

NEADG
- Navy Enterprise Architecture Development Guide

NMCI 

- Navy/Marine Corp Intranet

SQL 

- Structured Query Language

SSO

- Single Sign On

TBD

- To Be Determined

TFWeb 
- Task Force Web

UFS

- User Facing Service

UT

- Universal Time (formerly Greenwich Mean Time)

XML 

- Extensible Markup Language

XQuery
- XML Query Language

1.4 References

1) Navy Enterprise Architecture Development Guide (NEADG) Version 1.12, 10 February 2003, PEO-IT and TFWeb.

2) NDE Web Site at http://www.nde.navy.mil/
3) Email with subject “RE: Follow-Up RE: Permission” From "Mackey, Alex SPAWAR" <alex.mackey@navy.mil> on 03/20/2003 01:16 PM
Provider View 

This section presents information about the content provider organization.
1.5 Description of Provider

1.5.1 Business Information Metadata 
The following command is providing this service:

	Item
	Description
	Value

	Name
	Short name of the Navy Echelon or organization that owns the application/service.
	NAVSEA

	Description
	Long name or brief description of the organization that owns the application and services.
	Naval Sea Systems Command 


Table 2‑1: Business Information

1.5.2 Contact Information Metadata
The following is the contact information for the content provider:

	Item
	Description
	Value

	Name
	Name of the contact person for the organization that owns the service
	Charles A. Anderson

	Phone
	Phone number of the contact
	(202) 781-3266

	Email
	Email address of the contact
	AndersonCA@NAVSEA.NAVY.MIL

	Description
	Role or title of the contact
	NDE Administrator

	Address
	Mailing address of the contact
	Naval Sea Systems Command

1333 Isaac Hull Avenue S. E.

Washington Navy Yard, D.C. 20376


Table 2‑2: Content Provider Contact Information

1.6 Application Information Metadata 

Application Information describes the application associated with the service. In this case, the application is the main NDE web site. In addition to the functionality of the Portal service itself, there is a link to the NDE Web site on the Portal service. 

	Item
	Description
	Value

	Name
	Short name for the application associated with the service.
	NDE

	Description
	Long name and/or brief description of the application associated with the service.
	Navy Data Environment


Table 2‑3: Application Information

The following is the contact information for the organization that will develop the service:

	Item
	Description
	Vaklue

	Organization Name:
	Short name of the Company, Navy Echelon or organization that will develop the application/service.
	CSC AMC

	Organization Description
	Long name or brief description of the organization that will develop the application and services.
	Computer Sciences Corporation Advanced Marine Center

	Organization Phone
	Phone number of the organization that will develop the application and services
	(202) 675-1740

	Organization Web Site
	Web site address of the organization that will develop the application and services
	http://www.amc.csc.com/

	Organization Address
	Mailing address of the organization that will develop the application and services
	1201 M Street, SE

Maritime Plaza, Suite 400

Washington, DC 20003

	Name
	Name of the contact person for the organization that will develop the service
	Joseph Rudnicki

	Phone
	Phone number of the contact person
	(202) 675-2694

	Email
	Email address of the contact person
	jrudnick@csc.com

	Description
	Role or title of the contact person
	Project Manager

	Address
	Mailing address of the contact person
	1201 M Street, SE

Maritime Plaza, Suite 400

Washington, DC 20003


Table 2‑4: Developer Contact Information

1.6.1 Indicate if Linked to by Service
Yes. However, this is secondary as the main functionality of the Portal service involves displaying the Ship Availability table.

1.6.2 Link Description
A link to the NDE web site will be provided via a button on the SSAS service. In effect, the main NDE site is linked via Reference Integration from the Portal service.

1.7 Existing Provider Environment

1.7.1 Personnel
The Navy Data Environment (NDE) is primarily based and operated out of Naval Sea Logistics Center Detachment Pacific (NSLC Det Pac) located in Fairfield, CA.  Mr. Dan Jensen, the Director oversees all operations.  The Operations Department headed by Mr. David Cantrell is responsible for ensuring that the availability of the system is operational on a 24x7 basis.  The Operations Department consists of a mixture of both Government and Contractor personnel.

1.7.2 Hardware
The database server is a clustered SUN 6500 Enterprise running the Solaris 2.6 operating system with fail-over clustering capability.  By default, Solaris 2.6 meets the Trusted Computer Systems Evaluation Criteria (TCSEC) for 'Class C1' level of protection. The Web Servers are Silverstream application servers running on Compaq Proliant 1850R machines.  Cisco Local Directors provide load sharing and fail-over capability for the web access.  The Cisco Pix firewall provides protection from outside attacks and allows remote administration via a virtual private network

1.7.3 Software
NDE server and application software consists of Sun Solaris 8, Microsoft Windows NT 4.0, Microsoft Windows 2000, Oracle 8.1.7, Delphi, Silverstream Server 2.5.2, Oracle TCP/IP Protocol Adapter, SQL *Net Client, etc.

1.8 Provider Associated Risks

The provider must be able to maintain and upgrade the Portal service over its expected life. In addition there may be problems finding servers that can handle the volume of traffic and that have the required security.

Data Sources

The source of SSAS data in the database is described in detail including table location. 

1.8.1 Groups of Data
Description: 
NDE 

Owners: 
NAVSEA

Database tables/fields: 


	Name
	Description
	Table
	Field
	Type

	Ship Name
	Name of Ship
	ORG
	ORG_NAME
	VARCHAR(100)

	Start Date
	Date for Start of Availability
	AVLBTY
	AVLBTY_PROPOSED_START_DT
	DATE

	End Date
	Date for End of Availability
	AVLBTY
	AVLBTY_PROPOSED_END_DT
	DATE

	Man-Day Rate
	Average Man Day Rate for Labor During Availability
	AVLBTY
	AVLBTY_EXEC_MD_RT
	NUMBER(6,2)

	Fiscal Year
	Fiscal Year of Availability
	AVLBTY
	AVLBTY_FISCAL_YR
	NUMBER(4)

	Location
	Location Where Availability will be Performed
	LKUP_AVLBTY_MA_LOC_STS
	LKUP_AVLBTY_MA_LOC_STS_TX
	VARCHAR(10)

	Type
	Type of Availability being Performed
	LKUP_AVLBTY_TYPE
	LKUP_AVLBTY_TYPE_TX
	VARCHAR(10)

	
	
	AVLBTY
	UIC_CUST
	CHAR(5)

	
	
	AVLBTY
	LKUP_AVLBTY_TYPE_SEQ
	NUMBER

	
	
	AVLBTY
	LKUP_AVLBTY_MA_LOC_SEQ
	NUMBER


Table 2‑5: Fields in NDE database used by service to determine table display

Key Fields Linking Tables:

	Table 1
	Field(s)
	Table 2
	Field(s)

	AVLBTY
	UIC_CUST
	ORG
	UIC_CUST

	AVLBTY
	LKUP_AVLBTY_TYPE_SEQ
	LKUP_AVLBTY_TYPE
	LKUP_AVLBTY_TYPE_SEQ

	AVLBTY
	LKUP_AVLBTY_MA_LOC_SEQ
	LKUP_AVLBTY_MA_LOC_STS
	LKUP_AVLBTY_MA_LOC_SEQ


Table 2‑6: Fields in NDE database used by service to linking together tables

Document paragraphs: None

Others: None

1.8.2 Data Source Related Risks
Data security is a concern. Sensitive data may be displayed by the SSAS web service. If it is not possible to access the database directly for security reasons, it may be necessary to “dump” the data into a local XML file and access the XML file.

Basic Algorithms

1.9 Descriptions

The SSAS Web Service shall query the NDE database for schedule.

1.10 Details and/or References

The algorithm will be implemented as SQL and XQuery statements that will query the Authoritative Data Source (ADS) for the information shown in the Screen Layouts and listed under Groups of Data. The algorithms will create the query for a particular time period or Fiscal Year as discussed in Process Description.

If the user specifies a date range, the service will return all of the availabilities that have any schedule overlap with the time range. In other words, it will return all of the availabilities that have a start date (AVLBTY_PROPOSED_START_DT in table AVLBTY) or end date (AVLBTY_PROPOSED_END_DT in table AVLBTY) within the date range. 

If the user specifies a Fiscal Year, the service will return all availabilities that have that Fiscal Year in their Fiscal Year field (AVLBTY_FISCAL_YR in table AVLBTY).

The optional approved column in the output table is derived from the type text field (LKUP_AVLBTY_TYPE_TX in table LKUP_AVLBTY_TYPE). If this field is not equal to DED, the availability is considered approved.

1.11 Algorithm Related Risks

There may be problems with different dialects of SQL or XQuery.

Replication and Synchronization 

The service is a query only service and will not update data. Therefore, synchronization is not a consideration. 

For the ashore installations, it is desired to have the information on the summary schedule updated every minute. The UFS may have to be replicated, but the DOSs and database will probably remain on their server(s). 

For possible future afloat installations, the UFS, DOSs and database may have to be replicated when at sea. Because of replication limitations, any future afloat installations will probably not be able to update every minute. If it is not possible to access the database directly because of slow or unreliable connections, it may be necessary to “dump” the data into a local shipboard XML file and access the XML file.
User View 

1.12 User Description

The users will be the CNO, Fleet and Type Commanders. These are senior people with varying amounts of computer experience.

1.13 User Environment

The ashore users are on NMCI or non-NMCI personal computers. These computers are running MS Internet Explorer 5.5 or greater as a browser.

If in the future the service is available to afloat users, they will be using IT21 equipment and may also be running MS Internet Explorer 5.5 or greater as a browser.

1.14 Use Case Diagram

Figure 5-1 illustrates the three use cases addressed by the SSAS Web Service.
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Figure 5-1 Use Cases for the Summary Navy Shock Database Web Service

All potential users are interested in the three use cases.

1.15 Screen Layout

The following two screen layouts will be used. The screen layouts in this section illustrate the general layout and contents of the Portal service display in the portal. Details (such as branding, fonts and colors) will be done in accordance with NAVSEA and TFWeb direction. Style sheets will be used to specify fonts and colors. Various TFWeb style sheets are available for use under different situations such as darkened rooms.

The first screen allows the user to enter the time period or Fiscal Year for the query.

Ship Availability Schedule

Show Schedules for Availabilities Between:

Top of Form 1
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Figure 5-2 Sketch SSAS Query Screen Layout 

The second screen displays a table that shows the schedule summary. If it is found that another column can be added without requiring horizontal scrolling in a 2/3 window width portlet, a column will be added to the table that indicates if the availability has been approved.

Ship Availability Schedule

From: 1 Jan 2002 To: 2 Feb 2003

Top of Form 1

	Ship Name
	Start Date
	End Date
	Fiscal Year
	Location
	Type
	M-Day Rate

	Example1
	1 Jan 2002
	2 Feb 2002
	2002
	Place 1
	AIT
	600

	Example2
	2 Jan 2002
	3 Feb 2002
	2002
	Place 1
	DED
	600

	Example3
	3 Jan 2002
	4 Feb 2002
	2002
	Place 2
	DED
	400

	Example4
	4 Jan 2002
	5 Feb 2002
	2002
	Place 1
	FMAV
	600

	Example5
	5 Jan 2002
	6 Feb 2002
	2002
	Place 2
	DED
	400


Above information obtain at 1223 UT on 12-Sept-2003
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Figure 5-3 Sketch of SSAS Schedule Screen Layout

1.16 Process Description 

The Query Screen (Figure 5-2) is displayed in the portal the first time the user requests this Portal service. After that, the Schedule Screen (Figure 5-3) is displayed and the Query Screen is only used when requested.

To View Schedules:

1. If on View Schedule Screen, click Change Dates button on Schedule Screen.

2. On the Query screen, specify the dates or the Fiscal Year for the query.

3. Click View Schedule button on Query screen.

4. Schedule Screen will be displayed with applicable schedules.

To Access NDE Site

1. On either the Query or Schedule Screens, click the Go To NDE button.

2. The main NDE site will be displayed in a separate window.

To Refresh Schedules (query the database again with the same time period or Fiscal Year. Refresh helps determine if any schedule changes have occurred):

1. Click Refresh button on Schedule Screen.

2. Schedule Screen will be redisplayed with applicable schedules.

1.17 Number of Users

Total: estimate approximately 500 distinct users

Concurrent Users: estimate 20

1.18 Performance Measurements

Primary performance indicator is the time period it takes to complete a database query.  This time period starts when the user submits the query. The time period ends when the query results have been displayed to the user in the table. Both the median value and time to obtain 95 percent of the values are important. The time period values are calculated without including the queries that failed. The reliability of the query (the percentage of failures and errors) is a second performance indicator.

For ashore users, the median time period should be 5 seconds or less with at least 95% of the answers occurring within 15 seconds. Failures should occur in less than 1% of the queries. 

The performance values for possible future afloat users will be determined if and when they are needed.

1.19 User Related Risks

Acceptance of the service by the users and an understanding of its limitations are the principal user related risks.

Security Requirements

Security can provide integrity, confidentiality, authentication, access control, nonrepudiation and availability. Security in the Presentation layer (the portal and UFS) will be built in accordance with the NEADG (Reference 1). Further clarification on security is contained in an email on March 20th (Reference 3). TFWeb is working to assure that NEADG and any other instructions conform to NMCI policy.

1.20 Integrity

Integrity assures that the information is not changed during transmission. For external testing, SSL will be used by SSAS with 128-bit encryption between servers throughout all layers. This will make it very difficult to alter information during transmission. The details of encryption may change when final TFWeb standards become available.

1.21 Confidentiality

Confidentiality assures that other parties can not read the information during transmission.  For external testing, SSL will be used by SSAS with 128-bit encryption between servers throughout all layers. This will make it very difficult to read information during transmission. The details of encryption may change when final TFWeb standards become available.

1.22 Authentication

Authentication assures that the user is who they claim to be. The Portal handles authentication tasks. Details of authentication are described in References 1 and 3.

1.23 Access Control

Access control assures that the user can only perform the tasks that they are authorized to perform. The Portal handles access control in the Presentation layer. Details of access control in the Presentation layer are described in References 1 and 3.

For both internal and external testing, the service will start out using Microsoft security throughout the business logic and data layers. Details of access control to the database for testing will be determined based on the capabilities of the Microsoft security. It is hoped to be able to use individual user access control in the database. This will require the security software to maintain each user’s username/password combination for every database. The services will switch to Oblix for testing when TFWeb works out the details of using Oblix in the Business Logic and Data layers. Oblix will be used for access control in the Business Logic and Data layers for the production Portal service.

1.24 Nonrepudiation

Nonrepudiation assures the sender that data was delivered and assures the recipient that the sender can not deny having sent the data. Because all the early portal services are query only, they do not change data, nonrepudiation is not a concern. In the future, when services do change data held in an ADS, nonrepudiation may well be required.

1.25 Availability

Availability assures that the service is available for use and that its performance is adequate. One of the most common methods of attacking availability is to try to overwhelm a server with requests (a Denial of Service attack). To reduce the possibility of such an occurrence, IP filtering will be used for the Web services during external testing. IP filtering will specify the IP addresses that are allowed to access the Web services. This makes it more difficult for an attacker to send requests to the services. An attacker would have to determine what IP addresses are allowed and then use “IP spoofing” to fake an allowable address. The details of filtering may change when final TFWeb standards become available.

1.26 Security Related Risks

Approved security measures must be available for both UFSs and DOSs before this Portal service can be deployed in the production portal.

Test Requirements

A test plan shall be created to verify the functionality of the processes described earlier.  Test objectives, test methods, test entry and exit criteria, and a test schedule shall be described in the test plan. 

1.27 Pre-Deployment Testing

During development, two principal kinds of testing will be conducted. The first kind is internal testing and the second is external testing. 

During internal testing all the Web services (UFS and DOSs) and the test database will be within the same local firewall. This speeds up response and reduces the need to worry about certain security related items, such as IP filtering.  These security related items are discussed in the security section. The firewall protects the service from outside attack. During pre-deployment testing both the individual Web services and the Portal service, that uses the individual Web services, are tested. In other words, both unit testing and system testing will be conducted internally.

During external testing, the UFS is executed within a test portal provided by TFWeb. This means that the DOS must be available on an external server for use by the UFS. Additional security measures, such as IP filtering as discussed in the security section, are needed at this time. Because the test portal has the same configuration as the production portal, this allows for final system testing before submission to TFWeb for acceptance testing.
1.28 TFWeb Acceptance Testing

After submission of the service to TFWeb, TFWeb performs acceptance testing on their portal. This is a separate portal from the test only portal discussed above. Details of acceptance testing are discussed in the NEADG (Reference 1). After acceptance testing, the Portal service becomes available for users on the production portal (the NEP).

After the service is placed in the production portal, tests will be conducted to assure that it is available to everyone who needs it. And, tests will be conducted to make certain that it meets the performance requirements. Failure in either of these tests will require consultation with the operators of the NEP to correct.

1.29 Service Specific Test Cases

The test plan for SSAS will include the following cases:

	Test Case Identifier:
	SSAS-001

	Test Condition:
	Display Service for First Time

	Procedures:
	Open the Browser

Select service from the Service Library 

Enter dates onto Query Screen

Click View Schedule button

	Expected Results/ Objectives:
	After selection, Query Screen should be displayed in portlet. 

Schedule Screen should be displayed with Schedule(s) when button is clicked.


	Test Case Identifier:
	SSAS-002

	Test Condition:
	Refresh Screen

	Procedures:
	Click Refresh button

	Expected Results/ Objectives:
	Schedule Screen should be displayed with the table containing any revisions


	Test Case Identifier:
	SSAS-003

	Test Condition:
	Query NDE Database for Availabilities during Fiscal Year

	Procedures:
	Click Change Dates button on Schedule Screen 

Enter Fiscal Year onto Query Screen

Click View Schedule button

	Expected Results/ Objectives:
	The Query Screen should appear when Change Dates in clicked.

Schedule Screen should be displayed with Schedule(s).


	Test Case Identifier:
	SSAS-004

	Test Condition:
	Go to NDE web site from Query Screen

	Procedures:
	Click Change Dates button on Schedule Screen

User clicks on the “Go to NDE” button on Query Screen

	Expected Results/ Objectives:
	The Query Screen should appear when Change Dates in clicked.

The home page of the NDE web site should be displayed in a separate window when Go To NDE button is clicked.


	Test Case Identifier:
	SSAS-005

	Test Condition:
	Go to NDE web site from Schedule Screen

	Procedures:
	User clicks on the “Go to NDE” button on Schedule Screen

	Expected Results/ Objectives:
	The home page of the NDE web site should be displayed in a separate window.




Maintenance

This service will be registered in a local registry, if the TFWeb registry is not available. It will be moved to the TFWeb registry, when it becomes available. This Portal service does not replace any existing service.

The SSAS Portal service must be maintained for the life of the NDE database, unless a separate decision is made to specifically remove this service. The SSAS Portal service may be replaced with another service with at least equal functionality. The requirements document for any replacement service will note that it is replacing SSAS and will give information on how the SSAS users are to be informed of the change.

Schedule

The schedule will be created and kept up to date during the first four phases. The completion date for deployment will remain To Be Determined (-TBD-) as it is dependent on the amount of time that it takes TFWeb to approve the Portal service. The Portal service will be submitted to TFWeb for approval at the end of the construction phase.
1.30 Schedule for Four Phases

	Task
	Completion Date
	Completion Date

	
	Planned
	Actual

	Requirements Specification
	28 March 2003
	

	Design Specification
	30 April 2003
	

	Construction
	30 April 2003
	

	Deployment
	-TBD-
	


Table 1 – SSAS Web Service Development Milestones

This service has a small list of functions and, therefore, is not a candidate for incremental development.

1.31 Waiver and/or Migration Plan

This service uses content integration and will not need a waiver or migration plan.

Certification

Certification – This section specifically addresses any and all certifications needed to get the portal services and any backend Web services into production. Most certifications are security related.
1.32 Security-Related Certification

1.33 Other
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