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Scope of IT

Information Technology (IT).

Any equipment used in the automatic acquisition, storage, manipulation, management,
movement, control, display, switching, interchange, transmission, or reception of data
or information ..... includes computers, ancillary equipment, software, firmware and

similar procedures, services (including support services) and related services.
Source: Clinger-Cohen Act of 1996

The term “IT” also includes National Security Systems (NSSs)

« intelligence activities;

« cryptologic activities related to national security;

« command and control of military forces;

« equipment that is an integral part of a weapon or weapon system or

e equipment critical to the direct fulfillment of military or intelligence missions

Source: Section 5142, Title 40 U.S. Code 1401 &
Executive Order 13011 dtd 17 JUL 1996



Progress to Date

IT21 and NMCI

Task Force Web

Navy Applications Database Task Force (NADTF)
Functional Area Managers (FAM)

Enterprise Application & Database Management Processes
NetWarCOM

FORCEnet



CNO CEB Questions

Questions/Issues from previous CEBs

. What does the master architecture look like and how will Navy manage IT that is outside
NMCI architecture? Include in the answer the potential for operating a network(s) outside the
bounds of NMCI as well as benefits and risks.

. Explain how everyone in the Navy can get internet access and the costs of that access
Including account for life, digital ID and SELRES Seats.

. What is the potential for operating a network(s) or architecture outside the bounds of NMCI
as well as benefits and risks?

. What is the overall architecture between IT21/NMCI/BLII/FORCEnet?

. What is the potential impact of critical systems that are not compliant with either NMCI or
TASK FORCE WEB standards?

. How both legacy and new applications and systems are to be assessed, migrated, or
acquired in compliance with the transition plans for both NMCI & TASK FORCE WEB?

. Will we achieve the directed 95% reduction of legacy applications within one year?

. What is the estimated costs associated with migrating systems into compliance with NMCI
as well as for TASK FORCE WEB?

. How does the Risk Mitigation Process work with respect to quarantined Applications?



IT: Local NOT Corporate

‘“
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IT21 & NMCI a Corporate Road Ahead .....

LITTLE CORPORATE
RESOURCE VISIBILITY
DISCONNECTED ENFORCEMENT
INTEGRATION MECHANISM UNDEFINED
INFORMATION DISPARATE
ASSURANCE ABYSS DATABASES
LEGACY APPS ROGUE NETWORKS

...and found major potholes



Today’s Architecture
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“AS IS” IT User Base Segmentation
-- by delivery channel

User
types

Deployed IT-21 & IT-21 & IT-21, MTDN IT-21 & IT-21 (CAS) & White GCCS-M,

forces MTDN MTDN MTDN MTDN pages & DATALINKSs
MTDN

In Garrison | NMCI & | NMCI & NMCI, IT-21 NMCI NMCI & IT-21 (CAS) & NMCI GCCS-M,

Forces IT-21 1T-21 1T-21 MTDN DATALINKSs

Recruits &

Trainees

Office NMCI NMCI NMCI NMCI NMCI NMCI NMCI

Worker

Functional NMCI NMCI NMCI NMCI NMCI NMCI NMCI

workers

Developers NMCI NMCI NMCI NMCI NMCI & NMCI & Labs NMCI

Scientists Labs

Selected NMCI NMCI NMCI NMCI NMCI NMCI

Reserves

Remote

user

Transients




“AS IS” IT User Base Segmentation
-- by governance

User
types

Dep]oyed BATGRU | BATGRU | BATGRU, C4 BATGRU Flt CDRs & C4 SPAWAR FIt CDRs
forces & C4 & C4 & C4 & C4

In Garrison NMCI & NMCI & FIt CDRs CNET BATGRU | BATGRU & C4 NMCI FIt CDRs
Forces BATGRU | BATGRU

Recruits & CNET CNET
Trainees

Office NMCI NMCI FAM NMCI NMCI NMCI
Worker

Functional NMCI NMCI FAMs NMCI NMCI
workers

Developers NMCI NMCI FAM NMCI & Labs NMCI
Scientists Labs

Selected NMCI FAM NMCI NMCI
Reserves

Remote
user

Transients




Definitions ......

Governance

The act, process or power of controlling
actions and behavior.

Authority for
* Policy and Oversight
* Requirements
* Resources/Funding
* Acquisition
* Operations/Enforcement



Way Ahead

« NIO establish and enforce Navy IT Policies
 Identify IT Corporate Governance Structure
* Designate IT Architect & Technical Authority

» Achieve Visibility into & Control of IT Resources and
Funding throughout Navy

* Determine Total Navy IT Requirements
* Focus on Security & Risk Mitigation
Identify IT Options with NMCI Contract
Answer CNO Questions
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BACKUPS
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CNO CEB Questions

Questions/Issues from previous CEBs

. What does the master architecture look like and how will Navy manage IT that is outside
NMCI architecture? Include in the answer the potential for operating a network(s) outside the
bounds of NMCI as well as benefits and risks. Follow-on CEB

. Explain how everyone in the Navy can get internet access and the costs of that access
including account for life, digital ID and SELRES Seats. Follow-on CEB

. What is the potential for operating a network(s) or architecture outside the bounds of NMCI
as well as benefits and risks? Follow-on CEB

. What is the overall architecture between IT21/NMCI/BLII/FORCEnet? Follow-on CEB

. What is the potential impact of critical systems that are not compliant with either NMCI or
TASK FORCE WEB standards? Follow-on CEB

. How both legacy and new applications and systems are to be assessed, migrated, or
acquired in compliance with the transition plans for both NMCI & TASK FORCE WEB? Process

. Will we achieve the directed 95% reduction of legacy applications within one year? Maybe

. What is the estimated costs associated with migrating systems into compliance with NMCI

as well as for TASK FORCE WEB? Process
. How does the Risk Mitigation Process work with respect to quarantined Applications?
Process

13



I0 / Space / IT Requirements Process

Fleet

Fleet-Validated
WF Regmnts

OPNAV

CNO

Validation CFFC

Integrated
Regmnts

..........................

NETWARC

NAVAIREFOR

NAVSLIRFOR

NAVSUBFOR

Integrated
Enterprise IT
Regmnts

i Regmnts
i Integration

WF Needs /
Regmnts

Integration

Enterprise Policy
Final Validation
Planning, Programming & Budgeting

FAM-Validated Functional Regmnts

Functional Area
Managers (FAM)

Functional
IT Needs /
Regmnts

Other Echelon II Cmds

User-Validated Functional Regmnts
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Today’s Architecture

External Factors CCH 1 %P R- Adhoc TF TF -cl
JTA Centric _centric | NPOR Web Excel O
0p)
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USMC
Allied Interoperability IT21 COWAN / HM&E
JTF Warnet A|||ed
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Industry Trends

BLII

OCONUS(&Q NMCI
Combat
Systems

Legacy K % %

NETWARCOM operational Extranets .
Medical

control and visibility
RDTRE -edu kj
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Varying levels of capability, security, interoperability
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NIO IT Policy
and
IT Strategy

NETWARCOM
operational
control and

visibility

Common Standards,
Operations & Defense in Depth

) To Be “One Naval Network”

Enterprise focused services, applications, >
and innovation in a Web Enabled Navy S
0p)
IT21 o c%\l/}(Aé\l / HM&E
® O e
o ]
@
BLII | =
OCONUS © . oN =
" © Combat | o)
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@
EIiminateckz Q /O O c
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a O .x. '.‘. E
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NETWARCOM enforced standards, operations, & defense
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/) To-be Server Architecture Controls/
Protects Critical Corporate Data
NOTIONAL

NMCI Base,

NMCI Base,

NMCI Base,

NMCI Base,

Steps
*Migrate servers to NMCI

*Consolidate functional servers/apps/data
*Control/protect data with tailored architecture
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NMCI Certification

B

Local
NMCI
BAN

Boundary 2 @

Networks

—

[ ]
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Category 4
—» Quarantined
Desktop

At conclusion of Certification
Phase, Servers have NOT been
tested, documented, etc.
therefore they are assigned

ASIseatsiarenolled out;

NMCI HENEGACYAPPICIENT Category 4 — Quarantined
WAN [EACHESNIACKAONETACY

HELWOTKSSERVETSIIOUGH
BHIBZANAUSING
dPPIOVEUPONLS

e Elimination/Migration Quarantined Client Applications
o Server Consolidation/Migration within NMCI Network



) Legacy Application Certification
Process Comparison

Original NCARP Process Current Rapid Deployment Process
9 Months — 4, 279 Seats across 9 Sites 2 Months — 5,048 Seats across 21 Sites
Applications evaluated:1124 Applications evaluated: 434 Pending: 322

Applications were Applications are
1124 | 1100 being Quarantined being Quarantined
at rate of 02.1% at rate of 23.7%

B Evaluated
B Approved
B Quarantined

———A_
Aug 01 24 May 02 Jul 02

Notes:

* Process change with Promulgation of Director NMCI MSG, 2422257 MAY 02
— Charts show throughput of differing processes over DIFFERENT periods of time

« With recent GPO setting update and B2 policy review anticipate 10-15% success rate
1ncrease. 21




100,000
90,000
80,000
70,000 | H ~
60,000 +{ { [
50,000 +{ { [
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30,000 -
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10,000 | | 7/

0

ISF Tools Db Cleanup

Reduction of Applications

96,025 Initial Count

<

1st Pass Completed

AN

/

1st Pass L~

7
/

N\

67.46 %

Reduction to Date

31,250
Active
Apps

NAVSEA

| | Archiving

NADTF || Merging of
Standup Databases

Orphaned
Apps L

Up-load \

Began
314 Phase

Start 2/4 2/112/182/25 3/4 3/113/183/27 4/3 4/104/174/24 5/1 5/8 5/155/225/29 6/5 6/126/196/26 7/3 7/10 7/177/247/31 8/7

2/1

@ Unique App Records

@ Major Uploads (by w eek)

O Duplicate Apps
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Quarantine Reduction

Validate Reasons for Application failure (W2K,
F/W,GPO)

Applications that require re-engineering remain Kiosked
Standardize List of Navy Applications
FAM review and evaluation of Quarantine applications

ISF accountable to provide access and solutions to connect
legacy applications

Changes to GPO and F/W as required to support enterprise
applications

23



Application Architecture Evolution
Today: Each Application an Independent
End-to-end Solution

» Applications reliant on dedicated databases, servers, and
mainframes

— And will be until NMCI communications infrastructure is in place

« Stove-piped functionality/data sharing

Current
* Reliant on Mainframe, and

 Articulates need for Capstone IT Requirement Client-Server

¢ Less focus on Thin Client

= Function A
, Function B
B Function C

Function D

2001 2002 2003 2004 2005 2006 24




} Application Architecture Evolution
Tomorrow: Transition to Interdependence

« Guaranteed quality of service from the communications infrastructure
supports transition to interdependence with shared processors and data
bases

« Transition begins with NMCI roll-out
— Geographic Server Farms for NMCI Gold Disk applications
— Transition application servers to NMCI server farm locations
— Still dedicated databases, and in some cases, terminals
— Does not require restructure of applications
— Achieve concurrently with NMCI roll-out

2001 2002 2003 2004 2005 2006

25



Application Architecture Evolution
Future: Web-Service Centric

* Services provided in three layers
— Business rules (Application specific)
— Data (Enterprise)
— Presentation layer (Enterprise)
* Single Virtual Operational Data Store and Business Rules
Repository
— Replicated at NOCs
— Applicable to all business systems and non-real time tactical systems

* No dedicated databases or terminals for web applications

Target
* Focus on Thin Client

* Less reliance on Mainframe,

O D S Client-Server

2001 2002 2003 2004 2005 2006 I 26




Customers need
interoperable
systems

Functional
organizations
deliver
solutions
through
functional
stovepipes

Customers get
non-interoperable
systems

Weapons
Systems

SECNAYV, CNO, CMC, Operational Forces
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Operators Require?

-

/ >Bandwidt

N

Reliability Scalability.
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Operations Require

... Whether war fighting,
war fighting support or
commercial

e End-to-End Capability
e Interoperability

e Security / Info Assurance

29



What is the Goal ?

- Achieve Network-Centric Operations
& Information Superiority

How can this be achieved ?

- By placing all Info on a Network and
- Providing Access to the Network

What is a Network ?
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Open Systems Interconnect (OSI) Model

Application Layer
Presentation Layer
Session Layer
Transport Layer
Network Layer
Data-Link Layer

Physical Layer

Network - OSI Model

Header Data

Header AH| Data

Header PH|AH| Data

Header SH |PH |AH| Data

Header TH|SH|PH|AH| Data Tail

Header [NH|TH|SH |PH|AH| Data |NT| Tail
" DH/NH| TH|SH |PH |AH| Data [NT [DT

Y

Q)

U
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End-to-End Capability

Information E’ Information I:I

Voice, Video or Text | ==———— Voice, Video or Text | =——
e -..k <~§5§§:§€-}?.§ﬂ
Data Data
Header Data Header Data
Header AH| Data Header AH| Data
Header PHIAH| Data Header PHI|AH| Data
Header SH|PH|AH| Data Header SH|PH|AH| Data

Header |[TH|SH|PHIAH| Data Tail Header |TH|SH|PHIAH| Data  Tail

HeadedrNHTH{SH{PHIAH| DataNT|Tail HeadertNH|TH|SH|PH|AH| DatalNT|Tail

DHNHTH|SHPHAH| DataNT|DT DHNHTH|SHPHAH| DataNT|DT




OSI Model

Each Layer requires:
Interoperability

Security / Info Assurance

~

Application Layer | Header Data

Presentation Layer | Header AH| Data

Session Layer | Header PHIAH| Data

Transport Layer | Header SH|PH|AH]| Data
Network Layer | Header TH{SH |PH|AH| Data Tail
Data-Link Layer | Header NH|TH|SH|PH|AH]| Data|NT|Tail
Physical Layer DHINH|TH[SH[PHJAH[ Data[NT[DT

- _J/
Y
U

N—
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OSI Model

Each Layer requires:
Interoperability
Security / Info Assurance

_—




Customers need
interoperable
systems

Sponsor’s
retain functional
requirements
and funding of
functional area
solutions

Sponsor’s
functional
requirements
developed under
ClO oversight as a
DON Enterprise
“utility” solution

Customers get
interoperable
systems

NIO Vision

SECNAV, CNO, CMC, Operational Forces

Weapons
Systems

Logistics

Functional Require

Application Layer

Presentation Layer

Session Layer

Transport layer

Network Layer

Data-Link Layer

Physical Layer

SECNAV, CNO, CMC, Operational Forces




NIO Vision

interoperable SECNAYV, CNO, CMC, Operational Forces

systems

Sponsor’s
retain functional
requirements
and funding of
functional area
solutions

Sponsor’s
functional
requirements
developed under
ClO oversight as a
DON Enterprise
“utility” solution

Customers get

interoperable SECNAYV, CNO, CMC, Operational Forces

systems




Definitions ......

FORCEnet 1s:

“The operational construct and architectural framework

for Naval Warfare in the Information Age which integrates
Warriors, Sensors, Networks, Command & Control,
Platforms and Weapons into a networked, distributed combat
system, scalable across the spectrum of conflict from seabed
to space and from sea to land.”

Source: Strategic Studies Group XXI Brief to CNO 23 July 2002
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Accountability

— In Business
Enforcement

BUSINESS PROCESS IMPROVEMENT
THROUGH
INFORMATION TECHNOLOGY
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Accountability

Enforcement In Navy

CNO

NIO N8

WARFARE PROCESS IMPROVEMENT
THROUGH
INFORMATION TECHNOLOGY
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