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1 Introduction

1.1 Overview

In a series of policy memoranda [1], the Assistant Secretary of Defense for Networks and Information Integration (ASD NII) established the goal of transitioning all DoD enterprise-wide networks from Internet Protocol Version 4 (IPv4) to Internet Protocol Version 6 (IPv6).   These memoranda set the goal of completing transition by Fiscal Year (FY) 2008. As of October 1, 2003, all assets being developed, procured, or acquired shall be IPv6 capable (in addition to maintaining interoperability with IPv4 systems/capabilities).  The Naval Transformation Roadmap [2] describes a transformational process that focuses on accelerating the speed and accuracy of information gathering, assessment, decision and action at every level of command. The Roadmap identifies FORCEnet as the integral Naval component of Global Information Grid (GIG). Naval Power 21 and the Naval Operating Concept (NOC) state that FORCEnet enables Sea Strike, Sea Shield, Sea Basing, Sea Warrior, Sea Enterprise, Sea Trial, Expeditionary Maneuver Warfare (EMW), Operational Maneuver from the Sea (OMFTS), and Ship to Objective Maneuver (STOM). 

IPv6 is an enabling technology of network-centric operations and warfare which will include mobile platforms, networked sensors, unmanned systems, unmanned aerial vehicles, space systems, reach-back to logistics bases, facilities, people, and information.  

The IPv4 to IPv6 transition is a DoD Enterprise-wide undertaking involving the upgrade or replacement of infrastructure, systems and applications.   A large number of hardware and software systems including applications will need to be upgraded or replaced.  Major assessments will need to be made with regard to engineering, procuring, testing, and deploying.  During the transition phase, new or modified IPv6 capable systems and applications will need to operate with the existing IPv4 systems and applications without degradation in performance, reduction in availability, or compromise of security.  

This transition plan constitutes the Navy’s component of the DoD transition plan [3], which envisions the evolution of the Navy’s institutional and operational networks into one network-centric entity, improving access to the Warfighter knowledge base and institutional support systems, interoperability, mobility, security, reliability, scalability, and assured information integrity. 

1.2 Background of IPv6

The primary motivation for IPv6 is due to the explosive growth and use of the Internet.  Due to this growth, the available address space for IPv4 is rapidly depleting.  The choice of 32-bit addresses for IPv4 made sense in the 1970s, but the address size is now proving too small to handle the forecasted growth (e.g., billions of mobile phones and other personal devices, vehicles, home electronics, sensors, and imbedded devices).  Already, the lack of available IPv4 address space is acute in countries outside of North America.  Some third-world countries are not able to obtain a single Class B address.

There is a strong analogy between telephone numbers used by phones and IP addresses used by computers.  Similar to the exhaustion of area codes for 10-digit telephone numbers, the number of addressable networks is becoming exhausted for 32-bit IPv4 addresses.  

In January 1996, the Internet Engineering Task Force (IETF) adopted an improved version of IPv6 as the replacement for the current version.  IPv6 uses 128 bits to represent addresses.  This provides a virtually unlimited address space.  In addition, other improvements were made relative to IPv4, based on a generation of experience.  Highlights of the IPv6 improvements are listed below:


· Larger Address Space – Uses 128-bit addresses to ensure a virtually unlimited supply.

· Streamlined processing within routers – The IPv6 protocol has a simplified header and allows routes to be summarized in a hierarchical manner.  This can dramatically reduce the size of routing tables and improve the performance of routers.

· Improved multicast support – All IPv6 implementations must support multicast.  In addition, a capability was added to limit the scope of multicast transmissions. 

· Native mobility support – Provides an improved version of Mobile IP, which allows mobile computers to connect to the network at different locations without disrupting communications. 

· Quality of Service support – The IP header includes fields to support real-time and priority traffic. 

· Auto-configuration – The IP addresses and other network-related parameters can be configured automatically with or without separate servers.

· Mandatory security features – All IPv6 implementations must support the IP Security features for data integrity and confidentiality.
· Native “anycast” mode – Provides capability to send anycast packets that are routed to the “nearest” member of the anycast group.
1.3 Migration to IPv6 

To achieve the goal of transitioning to IPv6 by FY 2008 in an integrated, secure and effective manner, the following actions are required:  

· Document the current Navy program baseline

· Identify program status and requirements

· Already funded for IPv6 and under development

· Not funded for IPv6

· Non-transitional programs that never will comply with IPv6

· Plan to identify system interfaces for joint / coalition / allied forces and other agencies

· Define the critical path for transition of end-to-end capabilities

2 Overall Transition Strategy

2.1 Managing/Resourcing the Transition

The transition to IPv6 by FY 2008 is a major technology insertion process that will require the replacement or upgrade of many existing and programmed IT related Doctrine, Organization, Training, Materiel, Leadership, Personnel, and Facilities (DOTMLPF) functions. Such a transition must be managed from an Enterprise perspective and resources must be allocated for an effective near-term program of planning, engineering and technical guidance across the Navy. The Navy must also resource an integrated program of pilot implementations, experiments and demonstrations to reduce risk. By starting to include IPv6 capabilities in our acquisitions and procurements now, we will avoid incurring large transition costs later.  Additional funding requirements, such as costs associated with contractual changes to ongoing development and legacy system upgrade, must be addressed.

2.2 Maintaining Interoperability and Security 

An overall time-phased DoD Network and IA System IPv6 Transition Design will be developed that addresses end-to end interoperability, performance and security issues. The Navy intends to follow the DoD transition design. In the near term, current concern about creating holes in DoD’s IPv4 networks by tunneling IPv6 traffic through IPv4 security gateways or firewalls has resulted in the current guidance that IPv6 can not be used on today’s DoD IPv4 networks that carry operational traffic. An integrated and coherent strategy must be developed that will allow IPv4 and IPv6 operation on these DoD networks as soon as possible using emerging IPv6 security products. During the transition period Navy users will have a mix of IPv4 and IPv6 addresses and networks will have to support a mix of IPv6 and IPv4 packets. 

2.3 IPv6 Considerations in the Low-Bandwidth, Mobile Environment

IPv6 offers a significant increase in mobility support including routing optimization and stateless auto configuration. This support for the Warfighter is required for modern network-centric tactical operations including core functions such as Command and Control and Intelligence Dissemination.  In the limited bandwidth arena of the DoD's tactical mobile environment, IPv6 Quality of Service (QoS) / Class of Service (CoS) features and capabilities are needed to support performance sensitive applications such as voice and video.    Traffic engineering capabilities within the IPv6 feature set used in this environment will allow flexible management of existing bandwidth and must be assessed, engineered and implemented. 

2.4 IPv6 Standards and Products Evolution

Today, IPv6 technology is still evolving and this evolution is likely to continue through Navy’s transition period. Navy Transition Team must seek to influence the evolving development of IPv6 standards and products to best meet their needs.  Navy must ensure that the IPv6 capabilities procured today have a viable upgrade path.

2.5 IPv4 Legacy (in 2008 and Beyond)

Although DoD has a stated goal of transitioning all systems to IPv6 by 2008, it is recognized that there may be some exceptions. These will be handled on a case by case basis. The impact of keeping these exceptions after 2008 vice the cost of upgrading these will need to be assessed with an enterprise perspective.  In particular, the cost of keeping skills and logistics support for the legacy capability will be considered.  It is also recognized that there will be an on-going need for interaction with IPv4 enclaves outside of Navy.

3 Governance

3.1 Policy

The Navy’s transition policy to IPv6 will comply with the directives and guidelines issued by the DoD [1].  Navy will participate with DISA and various Joint agencies to develop DoD and Joint policies to assure continuity among all the Services. The office of the DON Deputy CIO-Navy (DDCIO-N) is leading the development of the Navy transition plan and will represent the Navy as a member of the DoD IPv6 Transition Implementation Panel.

3.2 Definitions

3.2.1 IPv6 Compliance       

Systems will be considered compliant if a funded contractual commitment to upgrade to IPv6 by the beginning of FY 2007 (or earlier if related to a DoD pilot implementation) is in place.  Alternatively, if a documented IPv6 capable technology refresh program will be fielded by the beginning of FY 2007 (or earlier if related to a DoD pilot implementation), then the system will also be considered to be compliant.

Compliance with the Joint Tactical Architecture (JTA) [4] must also be enumerated in an implementation/migration plan. A system is compliant with the JTA if it meets, or is implementing, an approved plan to meet all applicable JTA mandates.

3.2.2 IPv6 Enabled

Identification as IPv6 enabled is based solely on manufacturer’s claims.  This is a commercial classification and is not associated with any government sponsored testing.  One possible indicator would be an IPv6 Ready Label, such as the one found at http://www.ipv6ready.org/frames.html
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3.2.3 IPv6 Capable

An IPv6 capable system or product shall be capable of receiving, processing and forwarding IPv6 packets and/or interfacing with other systems and protocols in a manner similar to that of IPv4.  Specific current criteria to be deemed IPv6 capable are:

· Conformant with the JTA developed IPv6 standards profile.  The DOD JTA Development Group formally developed an IPv4/IPv6 IT standards profile to support the direction in DoD CIO memo dtd Jun 09, 2003. This profile is available at http://jta.disa.mil/ipv6/.  In cases where a mandated standard has yet to be identified, it is highly recommended that compliance to an identified emerging standard be considered. Concurrent action is being taken to include the standards comprising the IPv6 profile in the next version of the DoD JTA.  Because of the ongoing standardization work, it is expected that this profile will be updated periodically through the work of the JTA. 

· Maintaining interoperability with IPv4  (Specifically, GIG assets being developed, acquired or procured must be able to operate on/coexist on a network supporting IPv4 only, IPv6 only, or a hybrid of IPv4 and IPv6)

· Existence of migration path and commitment to upgrade as IPv6 evolves

· Availability of contractor/vendor IPv6 technical support

In cases where procuring, acquiring or developing IPv6 capability is not currently possible (e.g., due to lack of products or development timeline) then such acquisitions, systems or programs will be considered compliant if a funded contractual commitment to upgrade to IPv6 by the beginning of FY 2007 (or earlier if related to a DoD pilot implementation) is in place.  Alternatively, if a documented IPv6 capable technology refresh program will be fielded by the beginning of FY 2007 (or earlier if related to a pilot implementation), then the system will also be considered to be compliant.
3.2.4 Transition Enablers

Transition enablers are independent events within the IPv6 development community that will influence and accelerate the acceptance and implementation of IPv6 products and systems. An example of such an enabler would be the ratification of an IETF IPv6 standard or the commercial availability of a fully integrated IPv6 operating system. Such events will allow product developers and system integrators to bring products to market sooner. 

3.2.5 Technical Standards

Technical standards defining IPv6 and related services are being developed by the IETF through the RFC standards-track process that includes proposed standards, draft standards, and Internet standards. IPv6 standards include the definition of the IPv6 packet header and address structure. Services include such features as routing, mobility, security, and auto-configuration. 

3.2.6 Product Development

Products that support IPv6 is another key enabler of a successful transition to IPv6.   Three categories of products crucial to IPv6 deployment in the Navy are infrastructure (network components and operating systems),  COTS (middleware and commercial applications), and GOTS (government developed applications). After infrastructure items and operating systems become more prevalent, applications and middleware products are expected to follow relatively quickly.  Each of these will require new Warfighter skills to employ them.  Investment on the part of the Navy will be required to transition GOTS applications. Tools are evolving to support the transition process including analysis of executing IPv6 applications and source code for IPv6 dependancies.

3.2.7 System Engineering

Systems Engineering will provide guidance to proper operation and interoperability of IPv6 products. It will work closely with Joint and Coalition teams to test interoperability, and participate in the development of technical standards.

3.3 Roles and Responsibilities

The following list of responsibilities is focused on ensuring that all critical aspects of IPv6 transitioning are addressed in a timely fashion consistent with the already existing roles and missions. It is not intended to redefine, reallocate, or otherwise alter existing roles and missions.

3.3.1 DoD CIO 

Established overall DoD policy and guidance for transition to IPv6 and retains final approval authority for waivers. 

3.3.2 DON CIO

Responsible for DON IPv6 transition plan. 

Serve as waiver authority for DON IPv6 capability based on operational need, business case, and impact on achieving GIG architecture and notify DoD CIO of any waivers granted. 

3.3.3 Navy IO / OPNAV N61

Designated leads for the development of the Navy’s IPv6 transition plan.

Coordinate with other Services, Agencies, Allies, Coalition, Joint Authorities as needed.

OPNAV shall evaluate system transition costs versus direct relevance to warfighter transformation to determine funding priorities.

3.3.4 COMSPAWAR

As the Navy’s C4I Chief Engineer is designated the IPv6 transition technical lead and shall:

· Coordinate across all SYSCOMs and PEOs, via virtual SYSCOM.

· Establish the Navy process to oversee procurement of IPv6 capable  products.

· Establish a strategy for migrating Navy IT systems and networks to IPv6 capability. This strategy will include the designation of an end-to-end interoperability (coordinating with appropriate program offices) and consideration of Human Systems Integration factors.

· Establish and lead the Navy IPv6 Transition Team.  The team will include representatives from major Navy stakeholders.

· Provide engineering support and representation to DoD enterprise IPTs, ensuring that DON IPv6 requirements are appropriately presented and addressed.

· Provide required support and leadership for IPv6 test bed operation in support of DoD enterprise.

· Coordinate with other Service, Agency, Allied, Coalition, and Joint technical authorities.

3.3.5 Navy IPv6 Transition Team

The Team will provide support, information and recommendations to enable COMPSPAWAR to understand all relevant implementation issues.  Members will also bring key issues to this forum for resolution.

3.3.6 COMNAVNETWARCOM

As Navy operational DAA, COMNAVNETWARCOM will be responsible for information assurance certification and accreditation of Navy IPv6 implementation.  In coordination with USFFC, other Type Commanders, and Navy Component Commanders evaluate warfighting relevance of IPv6 transition programs. 

Act as conduit for Fleet issues and concerns, including usability, workload and new skill requirements.

3.3.7 ASN/RDA

Issue acquisition and procurement policy and guidance.

3.3.8 Program Executive Offices and Other Acquisition Activities

Navy PEOs and Echelon II commands will develop IPv6 transition plans for programs under their purview.

Functional Area Managers will develop IPv6 transition plans for applications under their purview. 

All acquisition activities shall identify the IPv6 cost of transition for their specific programs, which shall be requested in the IPv6 Transition Survey.

3.3.9  U. S. Fleet Forces Command

US FFC, in conjunction with Navy Service Component Commands of Unified Commands, Sub-Unified Commands and Joint Task Forces, shall represent Fleet needs and serve as a conduit to COMSPAWARSYSCOM to affect IPv6 transition.   Assess the impact of IPv6 transition on the Fleet.  Provide survey data for all operational forces.

3.3.10 Transition Organization

3.3.10.1 Programs 

All Navy programs  will be reviewed for IPv6 compliance.  This review will include:

· Technical

· Security 

· Programmatic

· Resourcing

· Human Systems Integration
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Figure 3-1 Chain for Programmatic and Resourcing

3.3.10.2 PEO

Each of the Navy PEOs should make reports and waiver requests depending on the issue using the chain identified in Figure 3-2.
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Figure 3-2 Transition Organizational Structure

3.3.10.3 Navy IO

Navy IO will validate IPv6 certificate compliance based on SPAWAR CHENG, Echelon II CIOs and Resource Sponsor/FAM inputs.  Navy IO will coordinate with ASN/RDA on waiver requests and submit waivers to DON CIO for submission to DOD CIO.

3.3.10.4 SYSCOM and Echelon II CIOs.

SYSCOM and Echelon II CIOs will certify IPv6 compliance for Navy programs, applications, systems, and databases under their cognizance including PEO programs for SYSCOMS to DDCIO(Navy).   Echelon II CIOs will obtain SPAWAR CHENG concurrence for technical and NETWARCOM for security compliance.

3.3.10.5 Resource Sponsors/FAMs.

All resource sponsors and FAMs for Navy programs/systems/applications/databases etc will certify resources and planning available to support IPv6 implementation to DDCIO (Navy).

4 Acquisitions and Procurement Guidance

4.1 Introduction

The DON IPv6 transition planning shall be incorporated into the DoD acquisition process.  In this regard, the provisions of SECNAV 5000 series program and acquisition instructions, as well as CJCSI 3170.01D [5] and 6212 .01C [6], provide meaningful information concerning requirement documentation processes, documents, and parameters.  As of October 1, 2003, all assets being developed, procured, or acquired shall be IPv6 capable (in addition to maintaining interoperability with IPv4 systems/capabilities).  
4.2 General Applicable Guidance Specific to the IPv6 Transition


DoD CIO has a stated goal to transition all DoD networking capabilities to the next generation of the Internet Protocol, IPv6 by Fiscal Year 2008.  The implication of this guidance requires close scrutiny of program Key Performance Parameters, Interface Exchange Requirements (IERs), contract specifications, technical specifications, and required modifications to programs existing in FY 2008.


  Acquisition Programs can go through or be in any of four basic phases: Concept Refinement, Technology Development, System Development and Demonstration, and Production and Deployment.  Each of these phases can be associated with both documentation and required reviews.  As programs migrate to IPv6, an IPv6-centric review of the program needs to be part of the program management process.  A preliminary assessment of reviews and documents that will require some level of IPv6 review is described in the following Table 4-1.

	Acquisition Phase
	Document/Review

	Concept Refinement
	Concept Decision Review 

	Concept Refinement
	Initial Capabilities Document 

	Concept Refinement
	Assessment of Alternatives Plan 

	Concept Refinement
	Milestone A Review 

	Technology Development
	Technology Development Strategy  

	Technology Development
	Development of Initial TEMP

	Technology Development
	Capability Development Document 

	Technology Development
	Milestone B Review 

	Technology Development
	System Readiness Review (SRR)

	System Development & Demonstration
	Acquisition Strategy

	System Development & Demonstration
	Key Performance Parameters 

	System Development & Demonstration
	Initial ISP  

	System Development & Demonstration
	Pre-Planned Product Improvement Plan

	System Development & Demonstration
	Design Readiness Review 

	System Development & Demonstration
	Updated TEMP  

	System Development & Demonstration
	Capability Production Document

	System Development & Demonstration
	Milestone C Review 

	System Development & Demonstration
	System Specification 

	System Development & Demonstration
	Program Design Review (PDR) 

	System Development & Demonstration
	Critical Design Review (CDR) 

	System Development & Demonstration
	Technical Readiness Review (TRR) 

	System Development & Demonstration
	System Functional Review (SFR) 

	System Development & Demonstration
	Preliminary Design Readiness Review (PDRR) 

	System Development & Demonstration
	System Validation Review (SVR) 

	Production and Deployment
	Updated Acquisition Strategy

	Production and Deployment
	Updated ISP  

	Production and Deployment
	Updated TEMP

	Production and Deployment
	Low Rate Initial Production Review/OT&E

	Production and Deployment
	Full Rate Production Review

	Production and Deployment
	CJCSI Interoperability Certification

	Production and Deployment
	Capability Production Document (CPD)

	Production and Deployment
	Engineering Change Proposal (ECP)

	Production and Deployment
	Block Upgrades


Table 4-1  IPv6 Related Program Documents and Reviews
Table 4-1 lists generic program documents, activities, and reviews where the review of IPv6 planning will influence and support the program’s transition.  In addition, related program acquisition contracts can serve as a valid venue to review and evaluate the compliance of programs within the framework of IPv6 planning.  

4.3 Program Controlling Authorities


Three categories of governance authorities influence and guide the IPv6 transition of Navy programs. 

4.3.1 Milestone Decision Authority

The acquisition authority to approve the further development of Navy acquisition programs rests with the applicable Milestone Decision Authority (MDA) pursuant with SECNAVINST 5000.2 [7]. The MDA serves as the decision authority for assigned programs and ensures that DON programs have identified and implemented applicable IPv6 requirements.

The MDA assignments are:

· USD(AT&L) for ACAT ID (Defense Acquisition Board) programs. 

· ASN(RD&A) for ACAT IC ( Navy Component) programs.

· DoD CIO for ACAT IAM programs.

· ASN(RD&A) for DON ACAT IAC programs unless this authority is specifically delegated.

· PEOs, SYSCOM Commanders, and DRPMs, or designated flag officer or Senior Executive Service (SES) official, are assigned authority for and shall designate ACAT III or IV programs unless ASN(RD&A) elects to retain or otherwise delegate this authority. 


The Milestone Decision Authority (MDA) will be a key figure in enabling the transition of Navy Programs to IPv6.  Reviews and oversight conducted as a normal part of MDA responsibilities shall include specific focus on the impact of IPv6 to the program under review.


In the near term, there are specific actions required of MDAs.  For ACAT I level programs (regardless of subcategory), ASN(RDA) Chief Engineer shall be responsible for these actions.  For all other programs, the responsible Program Executive Officer or Systems Command Commander shall take these actions.  Specific actions required:

· Identify “IPv6 Key Programs” to Governance Authority (Appendix B).  COMSPAWARSYSCOM, acting for OPNAV, shall provide a reporting format in accordance with Appendix B.  Consideration for what constitutes as “IPv6 Key Program” is the responsibility of the individual reporting commands for their key programs affected by the transition to IPv6.  Major infrastructure programs, e.g. NMCI, ISNS, and BLII OCONUS, should be considered.  Programs with significant, multiple interfaces, e.g. GPS (shared timing signal), should be considered.  Programs that are currently running on a private network but intend to take advantage of IPv6 to expand into the new larger now available public addressing domain (e.g. Combat systems, Hull/Mechanical/Electrical systems and Navigation systems are examples where this might be appropriate) should be considered.

· Request waivers for programs that cannot meet required deadlines as the IPv6 transition plan solidifies. (Government Authority) shall publish the waiver process and associated format in accordance with Appendix B.
    

4.3.2 Technical Authority


COMSPAWARSYSCOM, acting for DON CIO as technical authority for the IPv6 transition, shall take the following specific actions [8]:

· Develop and publish technical checklist for IPv6 compliance in accordance with Appendix B.

· Provide ongoing technical advice to Program Offices 

· Provide ongoing technical support to Navy IO/OPNAV 61 for IPv6 transition 

4.3.3 Resource and Requirements Sponsors

OPNAV is the Navy sponsor to review program resource requirements to allow for IPv6 transition planning.  DCNO (Warfare Requirements and Programs) (N6/N7) will act as the user representative and provide explicit direction with regard to joint interoperability, mission and operational requirements generations (ICD/CDD/CPD).  In support of the transition to IPv6, OPNAV N6/N7 shall [8]:

· For ACAT level programs being developed (all programs meeting Milestone C post 01October2003), review all Capability Development Documents (CDD) to ensure that IPv6 standards are included as part of the DoD IT Standards Registry (DISR) online profile (TV-1)

· For ACAT level programs being developed, review all Capability Production Documents (CPD) to ensure that IPv6 standards are included as part of the DISR online profile (TV-1)

· For systems that require IPv6 interactions, ensure that resource requirements are included in POM submissions as needed.
4.3.4 COMNAVNETWARCOM 
Identify resourced legacy programs in the N6/N7 portfolio that need to be retained or refreshed.  Consider retention with minor interface changes versus full technical refreshment costs.  Include consideration of supportability and changed demands placed on the Warfighter.  Complete an initial program portfolio assessment in accordance with Appendix B.
4.4 Program Manager (PM) Acquisition Responsibilities
Through USC Title 10 and DoDI 5000, program managers are vested with the authority, accountability, and resources necessary to manage all aspects of their program from concept to program termination.  The effective execution of this program authority is contingent on compliance with technical policy, specifications, and standards.  The PM is equally responsible to oversee all systems engineering development for the program and will ensure that reasonable transition planning to IPv6 is conducted, including reviewing all necessary IPv6 requirements and formats.   The PM will also generate any waiver requirements necessary to transition a program to IPv6 through the responsible MDA. 

For ACAT Programs, the PM is responsible for including IPv6 requirements in the Information Support Plan (ISP) described in CJCSI 6212.01C [6] and the Test and Evaluation Master Plan (TEMP) described in DoDI 5000.2 [9].  The ISP shall contain the IPv6 standards in the Technical View (TV-1) required by the program or system.  The TEMP shall contain the testing requirements for IPv6 interoperability and will be based on interfaces and standards identified in the ISP and CDD/CPD.

To initiate the formation of a Navy baseline of programs based on IPv6 transition plans and status, the PM will need to complete a self-program appraisal.  The contents of the IPv6 Transition Survey template are assigned in Appendix E.

The following specific actions are required of PM: 

· Conduct an internal review of all programs/systems under PM control to identify those programs and systems affected by the transition to IPv6. Include legacy programs that will still be fielded and operating in 2008. Provide a separate list of programs that will be retired and no longer fielded as referenced by Appendix B.

· Respond to the IPv6 Transition Survey in accordance with Appendix B.

· For “Integrating PMs” – defined as those PMs procuring items developed by other Programs of Record (e.g. DDX Program procuring Program of Record (POR) NTCSS from PEO C4I), the following actions shall be taken.

· Identify PORs and the responsible MDA. The responsible MDA/PM shall be responsible for IPv6 transition planning.

· Identify non-POR items being procured and fill out complete survey information as appropriate.

· Build contracts, procurements and cross-PM agreements with language ensuring IPv6 compliance in accordance with current directives.

4.5 Processes
4.5.1 Acquisition Phase Items
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Figure 4-1 Timeline Considerations

4.5.1.1 Requirements Definition/Concept Refinement
Requirements for Navy programs are derived through the adherence of CJCSI 3170.01D [5] and are based on their applicable Initial Capabilities Documents (ICD) and prior to this new instruction in their Mission Needs Statements (MNS).  The most promising systems concepts shall be defined, in part, by broad objectives for performance and the identification of interoperability and integration requirements within a Family of Systems (FoS) or System of Systems (SoS).  A FoS is a set or arrangement of independent systems that can be assigned or interconnected in various ways to provide different capabilities.  The mix of systems can be tailored to provide desired capabilities dependent on the situation.  A SoS is a set or arrangement of interdependent systems that are related or connected to provide a given capability.  In both cases, the capabilities must be considered in terms of the Warfighter’s ability to employ them in the operational environment.  
4.5.1.2 Technology Development
Technology development is normally part of pre-systems acquisition effort conducted prior to program initiation. For programs in this phase, only IPv6 capable products or systems should be considered unless there is a specific operational or risk mitigating requirement to include non-IPv6-capable items. These items should be tracked and a properly resourced upgrade/replacement plan put in place.

4.5.1.3 System Development and Demonstration
System development is a process where the best concept(s) are pursued and demonstrated.  PMs of systems within a SoS or a FoS shall coordinate with each other to provide sufficient information to the ASN(RD&A) and the MDAs so that appropriate decisions can be made across platform and system domains.  This is the critical acquisition phase where the majority of testing and certifications are conducted.  These events must realistically reflect the demands that the Warfighter faces in the operational environment (workload, skill levels, stress, noise, etc.).  Three major IPv6 oriented types of certifications are anticipated – commercial products suitable for IPv6 use, typically enumerated in a preferred product list; government-certified programs providing tested products or systems, typically completed as a part of normal programmatic testing; and end-to-end systems testing conducted across product lines. 

IPv6 testing shall not be developed as a stand-alone event. All IPv6 testing shall be incorporated into existing testing processes and procedures (e. g. JITC certification, NCTSI testing, DITSCAP certification, etc).

4.5.1.3.1        IPv6 Interoperable Product List 
COMSPAWAR will compile and maintain a list of IPv6 interoperable products for Navy programs and will develop and maintain a repository for all DON testing.  All agencies implementing and testing IPv6 products will provide their data to COMSPAWAR for this repository.   COMSPAWAR will furnish all Navy IPv6 product data to the DISA maintained list of IPv6 capable products found at http://ipv6.disa.mil.

4.5.1.3.2 Program and System Testing
Individual Navy programs will conduct necessary IPv6 developmental and system operational testing to ensure program capabilities to allow for IPv6 transition and fielding.  Navy program sponsored laboratories will be employed for this purpose. COMSPAWAR, acting as technical authority for IPv6 transition, will develop a testing framework to include procedures and objectives for IPv6 compliance for all testing activities, reflecting Warfighters employing the capability in the operational environment. 

4.5.1.3.3 Mission Capability and SoS and FoS Testing
DON will use all available Joint Design Engineering Plant (JDEP) assets to test for end-to-end interoperability for IPv6 program integration.  The Joint Test Interoperability Command (JTIC) will certify all Navy programs for IPv6 interoperability as part of their joint certifications. Individual system-level test results may be used as a part of the JITC certification.

4.5.1.4 Production Deployment
In general two categories of fielding strategies are considered once a system is developed: Low Rate Initial Production or Full Rate Production.  Programs in production deployment will be asked to review their information exchange requirements, impact on Warfighter and their C4ISP documents to make necessary plans for IPv6 transition planning.  

4.5.1.5 Operations and Support
Programs that are currently in the Operations and Support phase of the acquisition cycle are considered “legacy programs” for the purpose of IPv6 transition and should be evaluated to determine if they require interaction with the IPv6 architecture.   The evaluation shall consider the impact to the Warfighter (e.g., additional workload, skills required, usability, etc.)  The PMs will work with their resource sponsors to determine if the program should enter a development phase for the purpose of transitioning to IPv6.

4.5.2 Contracting
Navy Program Managers will ensure that program contracts are sufficiently addressed to specify the need for IPv6 implementations.  PMs will assess the state of their contracts for including IPv6.  Individual PMs will determine cost, schedule and performance (including human performance) impacts of modifying their contracts, such as an ECP, and report these findings to their MDA. 

4.5.3 Document Review

PMs will conduct applicable reviews of all IPv6 transition related documents to ensure that programs can effectively execute IPv6 transition.
4.5.4 Navy Wide IPv6 Transition Management
SPAWAR will maintain a DON transition matrix for program transition planning to IPv6.  As part of this responsibility, the categorization of programs will include identifying programs with plans for transitioning to IPv6 by FY 2008. Programs not having a transition plan will be subject to the DON waiver process.
4.5.5 Meeting Administration
The DON IPv6 transition management team that has prepared this plan will convene quarterly to review the plan and its execution status.  Revisions to this plan will be conducted as necessary.  

5 Technical Transition Tasks and Milestones

5.1 Major Technical Transition Phases

Implementation of the IPv6 mandate will occur in phases. Five technical phases have been identified: 1) Navy Transition Plan development and evolution; 2) Transition Socialization and Education; 3) Program Survey and feedback; 4) Technical Guidance; and 5) Individual Program Executions.    

5.2 Navy Technical Transition Approach

This document will include data gathering, assessment, issue identification, exposition and resolution, and technical oversight and reporting tasks. 

5.2.1 Transition Plan

Transition Plan Review and Re-Transmit:  This document will be refreshed, at a minimum, annually.  The planned survey, any discovery processes, periodic symposium, industry working groups, DoD and DON direction are the expected trigger points for updating the transition plan.  Input from various program offices as to their individual transition plans may require broader dissemination through the Navy IPv6 Transition Plan.
5.2.2 Technical Transition Timeline and Roadmap

A transition timeline will be maintained.  The focus of this DON timeline is to minimize later transition costs and adverse impact on Sailor performance by planning for IPv6 capabilities now through the early recognition of Naval Enterprise issues.  The intent of this timeline is to promote an aggressive but thoughtful approach to transition planning with a focus on protecting interoperability and security during transition.  That said, the following roadmap, figure 5-1, provides a planning reference based on the DoD Transition Roadmap and includes these broad program classifications.

5.2.2.1 Pilots/Testbeds 

Pilots and test-bed networks will be used to model instantiations of IPv6 environments within current and simulated Navy architectures.  These test implementations will be the mechanisms to identify and quantify technical risks associated with deploying IPv6 within Navy environments. Additionally, the pilot implementations will be used to implement the IPv6 enhancements (e.g. mobility and security, QoS/CoS, etc.) as the standards mature.  Examples of Pilots and test-beds are Limited Objective Experiments (LOEs), the Defense Research and Engineering Network (DREN), Initial Product Demonstrations (IPDs), At-Sea Experimentation, vendor demos, etc.  These pilots/testbeds will be framed in the context of Fleet operators and maintainers in an operational environment.

5.2.2.2 Early Adopters 

Early Adopters will include core services programs that provide IP interfaces to other systems/applications and minimum impact programs.  Minimum impact programs will be identified by systems/applications with minor technical and programmatic impacts and low schedule risk.  Examples could include operating system (OS) upgrades, programmed hardware upgrades, or funded application patches.

5.2.2.3 Complex programs

Complex programs are defined as programs that have substantial technical, resource, human performance and/or schedule risks.  These programs could include applications that require major software rewrites, programs that cannot implement IPv6 within technology refresh cycle, programs that will not be able to migrate within the mandated timeframe, etc.

5.2.2.4 Non-transitional programs

Non-transitional programs are defined as programs that cannot migrate to IPv6.  Examples may be systems with unsupported OSs, hardware which the vendor no longer provides upgrades for, major software re-writes that are not funded.


[image: image6.wmf]Draft DoD 

Transition 

Plan

Security 

Guidelines

Address Space/ 

Short Term 

Addressing Plan

Stds

Profile

Sep 03

HAIPE Avail

FY 04

FY 08

Provide 

Apps 

Transition 

Guidance

1 Oct 03

IPv6 

Capable

Sec Arch 

Porting Tools

Create IA Approach

Update 

Transition 

Plan

Begin 

Transition

DoD

DON

Routing 

Architecture

App 

Guidelines

Protocol 

Suite 

Completion

JTA 

Stds

Profile    

Test Plan

Certification/

Training

Modify 

Transition 

Plan

Determine 

Early 

Adopters

Establish 

Transition 

Strategy

Evaluate Survey

Draft 

Transition 

Plan

Transition 

Complete

FY 05  

FY 06

FY 07


Figure 5-1 Technical Roadmap

5.2.3 External Joint Coordination

To remain abreast of current technological developments and commercial practice, the Navy IPv6 Transition Team must be fully integrated into Multi-Service, Agency, and industry forums. In addition, the information garnered in these forums will need to be made available to assist program managers. 

5.3 Transition Socialization

5.3.1 Symposium  

Navy IPv6 Symposium:  In order to provide an overview of IPv6 to the affected program managers and Chief Engineers, a Navy IPv6 Symposium will be held.  The Symposium will cover the current Navy IPv6 Transition Plan (Q&A), and a description of the survey that will be given to the PMs to complete. 

5.4 Program Survey

A survey is planned to capture basic information from which critical infrastructure, key systems, and application implementation and impact can be expressed to Navy Transition Team for planning and decision support relative to the instantiation of IPv6 across the Navy. SPAWAR will develop this survey for distribution to Program Managers, PEOs, TYCOMs, SYSCOMs etc.  Timely response to the survey is important to early initiation of transition efforts.

5.5 Technical Guidance for Successful IPv6 Transitions

To facilitate a successful transition to IPv6, guidance will be provided to program managers and system engineers. The exact format of this guidance (document, web site, etc) is TBD. This guidance will need to include:  1) references to all applicable external (DoD/DISA) mandates and guidance, Information Assurance (NSA) mandates and guidance, and the relevant Navy authorities (e.g. address allocations); 2) application development guidance; and 3) technical implementation guidance. 

Rather than developing new IPv6 guidance documents, the Navy will leverage existing documents and guidelines to the maximum extent possible. The Navy will be looking to the Virtual SYSCOM, Joint and Coalition services, and the commercial sector to help identify and recommend applicable guidance documents (i.e. standards, architecture, developers, programmatic, implementation, etc.).  Once the applicable guidance documents have been identified, additional technical guidance will be developed as required. 

5.5.1 Technical Mandates, Guidance, and Authorities

External Mandates and Guidance:  DoD, through its executive agent DISA,   is developing technical guidance for DoD Enterprise wide IPv6 implementation.

  Information Assurance Guidance for IPv6:  NSA and DISA have the responsibility to identify the Information Assurance and security setting baselines for IPv6 implementation. The Navy will utilize NSA/DISA IA architecture, approved IA products (e.g. encryption devices, firewalls, and key infrastructure), and configuration recommendations for developing the Navy standards. SPAWAR will be the technical lead for IA in the implementation of the NSA/DISA recommendations. IA requirements for IPv6 will need to be made available in accordance with Appendix B.
5.5.2 Application Programming Guidance

A number of sources are currently available to application developers to provide guidance on the development of Navy specific applications. Application developers will need direction on how to incorporate IPv6 into their applications, without adversely affecting total system performance.  Relevant application design guidance documents will be identified and coordinated. Once the applicable documentation is gathered and reviewed, the document owners will be responsible for updating the information to account for IPv6 implementation in coordination with other Navy efforts in this area. 

5.5.3 Technical Implementation Guidance

Technical implementation guidance will be provided to program managers and systems engineers. This guidance will be developed in coordination with ongoing DoD activities and will include or point to references addressing technical topics such as the following: 

· networking and infrastructure 

· addressing

· information assurance 

· applications (COTS and GOTS)

5.6 Individual Program Executions 

The final phase of the transition to IPv6 is the development and execution of Transition Plans within individual programs. The Navy IPv6 Transition Plan, socialization activities and products, and Navy IPv6 guidance will be used by the individual programs to develop their individual IPv6 Transition Plans in accordance with Appendix B.
5.7 Waiver Submission Process

The Waiver Process is currently being developed by DON CIO and will be promulgated separately.  Waivers should not be granted for durations longer than one year.
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Figure 5-2 Submission Process
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Appendix A. Technical Overview

1  NETWORK COMMUNICATIONS

1.1  Seven Layer Model

Computer communications requires 

(1) A connection, 

(2) Protocols establishing rules for transferring information, and 

(3) Application services that provide an interface with users or applications.  

The Open Systems Interconnection (OSI) Reference Model describes how two points communicate on a network.  Conceptually, each endpoint must complete the seven steps of the OSI Reference model for successful communications to take place.  Figure A-1
 illustrates the OSI Reference Model and shows standard services, protocols and physical medium that are commonly associated with each of the seven layers.  The lower three layers of the model are used when a message travels between two points on a network; the upper four levels are used at the source and destination to complete the information exchange.  In addition to enabling features described in Chapter III of this document, Internet Protocol (version 6 or version 4) provides the Network Layer service that contributes to computer communications by establishing rules for transferring information.
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Figure A‑1: OSI 7 Layer Model

1.2  Internet Protocol (IP)

Understanding the role of IP in networking is critical to assessing the impact of transition from Internet Protocol version 4 (IPv4) to Internet Protocol version 6 (IPv6).  IP is used at every connection point, or interface, to the network.  Interfaces are assigned addresses based on the Internet protocol used and determine if traffic on the network pertains to them by examining the destination IP address of all traffic received.  IP is integral to the function of networking appliances such as routers, switches, and bridges.  Any application that sends information over a network must pass through an interface to do so; how that application accesses the interface determines whether changing from IPv4 to IPv6 will affect its operation.  

IP provides a common logical interface to different networks.  This logical interface takes the form of an IP header appended to a manageable portion of the data that must be transported.  This combination of header and data is referred to as a packet.  Once a packet successfully negotiates the network and reaches its intended destination the information contained in the packet is used according to the rules established by the higher-level protocols involved in the exchange (see Layers 4 through 7 of Figure A-1).

IP provides best effort delivery of packets of information across a network.  The IP itself does not ensure these packets arrive in correct order or that they even arrive at all.  Other protocols are used to guarantee delivery and reconstruct information by correctly combining the IP packets at their destination.

1.3  How IP is used

IP version 4 (IPv4) and IP version 6 (IPv6) packets are created by appending a header (described in section 1.2) to a “payload” containing a manageable portion of the data being transported.  Header fields carry information about the format of data contained in the payload and how the packet should be routed.  Headers are examined at each node in the network that needs to determine routing.  The payload contains the information that is being transported; the information in the payload is formatted using an upper layer protocol, such as Transfer Control Protocol (TCP) or User Datagram Protocol (UDP).  In the case of IPv6, the payload can also contain extension headers.  Extension headers are optional and carry additional instructions for processing the data contained in the payload; they offer the distinct advantage of being transparent to nodes in the path to the destination, facilitating efficient routing through the network. 

To traverse portions of the network each IP Packet is encapsulated in additional Link Layer information needed to negotiate the paths between each node.  The Link Layer Protocol used determines the maximum packet size allowed.  For instance, Ethernet frames longer than 1518 bytes in length are ignored by Ethernet network interfaces.  IP prevents oversize packets by fragmenting the data to pieces that will fit the maximum Message Transmission Unit (MTU) of the Link Layer Protocol.  Figure A-2 illustrates encapsulation of an IPv6 packet into a Link Layer Frame.  
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Figure A‑2:IPv6 Packet Encapsulation

Current IPv4 routers may be configured to support the recommended minimum MTU of 576 octets.  For IPv6 routers the minimum length allowed is 1280 octets and the recommended MTU is 1500 octets; this larger MTU will allow Ethernet frames to carry forward without fragmentation.
  The effects of increased packet size need to be evaluated on constrained bandwidth connections to determine the optimum MTU.

1.4  IP Headers

IPv4 headers and IPv6 headers are not interoperable. IPv6 is not a superset of functionality that is backward compatible with IPv4.  A host or router must use an implementation of both IPv4 and IPv6 in order to recognize and process both header formats.

IPv6 headers are designed to optimize the use of header space and minimize the processing time needed at intermediate nodes in the transmission path.  Unlike IPv4 headers, IPv6 headers are fixed in length.  Address length increased from 32 bits with IPv4 to 128 bits with IPv6, a four-fold increase in bytes used for addressing.  However, IPv6 headers are not significantly larger than IPv4 headers; overall IPv6 header length remains fixed at 40 bytes (or octets) while IPv4 headers can vary in length from 20 to 60 bytes.  Table A-1 identifies some of the key differences between header implementations for each version.

	IPv4
	IPv6

	Source and destination addresses are 32 bits (4 bytes or octets) in length.
	Source and destination addresses are 128 bits (16 bytes or octets) in length.

	Header length varies from 20 to 60 bytes
	Header length is fixed at 40 bytes

	IPSec support is optional.
	IPSec support is required.

	No identification of packet flow for QoS handling by routers is present within the IPv4 header.
	Packet flow identification for QoS handling by routers is included in the IPv6 header using the Flow Label field.

	Both routers and the sending host do fragmentation.
	Fragmentation is only done by the sending host, not by intermediate routers.

	Header includes a checksum.
	Header does not include a checksum. 

	Header includes options.
	All optional data is moved to IPv6 extension headers.

	Must be configured either manually or through DHCP.
	Does not require manual configuration or DHCP. 

	Routing architecture must support a 576-byte packet size (possibly fragmented).
	Routing architecture must support a 1280-byte packet size (without fragmentation).


Table A‑1: IPv4 and IPv6 Header Comparison

1.4.1  IPv4 Header

IPv4 headers are structured as shown in Figure A-3.  The highlighted portions are removed from IPv6 headers.
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Figure A‑3: IPv4 Header

Version – Indicates the version of IP and is set to 4.  The size of this field is 4 bits.

Internet Header Length – Indicates the number of 4-byte blocks in the IPv4 header.  The size of this field is 4 bits.  Because an IPv4 header is a minimum of 20 bytes in size, the smallest value of the Internet Header Length (IHL) field is 5 (5x4). IPv4 options can extend the minimum IPv4 header size in increments of 4 bytes.  The maximum size of the IPv4 header including options is 60 bytes.

Type of Service – Indicates the desired service expected by this packet for delivery through routers across the IPv4 network.  The size of this field is 8 bits, which contain bits for precedence, delay, throughput, and reliability characteristics.

Total Length – Indicates the total length of the IPv4 packet (IPv4 header + IPv4 payload) and does not include link layer framing.  The size of this field is 16 bits, which can indicate an IPv4 packet that is up to 65,535 bytes long.

Identification – Identifies this specific IPv4 packet.  The size of this field is 16 bits.  The Identification field is selected by the originating source of the IPv4 packet.  If the IPv4 packet is fragmented, all of the fragments retain the Identification field value so that the destination node can group the fragments for reassembly. 

Flags – Identifies flags for the fragmentation process.  The size of this field is 3 bits, however, only 2 bits are defined for current use.  There are two flags – one to indicate whether the IPv4 packet might be fragmented and another to indicate whether more fragments follow the current fragment.

Fragment Offset – Indicates the position of the fragment relative to the original IPv4 payload.  The size of this field is 13 bits.

Time to Live – Indicate the maximum number of links on which an IPv4 packet can travel before being discarded.  The size of this field is 8 bits. The Time-to-Live field (TTL) was originally used as a time count with which an IPv4 router determined the length of time required (in seconds) to forward the IPv4 packet, decrementing the TTL accordingly.  Modern routers almost always forward an IPv4 packet in less than a second and are required by RFC 791 to decrement the TTL by at least one.  Therefore, the TTL becomes a maximum link count with the value set by the sending node.  When the TTL equals 0, an ICMP Time Expired message is sent to the source IPv4 address and the packet is discarded.

Protocol – Identifies the upper layer protocol.  The size of this field is 8 bits.  For example, TCP uses a Protocol of 6, UDP uses a Protocol of 17, and ICMP uses a Protocol of 1. The Protocol field is used to demultiplex an IPv4 packet to the upper layer protocol.

Header Checksum – Provides a checksum on the IPv4 header only. The size of this field is 16 bits. The IPv4 payload is not included in the checksum calculation as the IPv4 payload and usually contains its own checksum. Each IPv4 node that receives IPv4 packets verifies the IPv4 header checksum and silently discards the IPv4 packet if checksum verification fails. When a router forwards an IPv4 packet, it must decrement the TTL. Therefore, the Header Checksum is recomputed at each hop between source and destination.

Source Address – Stores the IPv4 address of the originating host. The size of this field is 32 bits.

Destination Address – Stores the IPv4 address of the destination host. The size of this field is 32 bits.

Options – Stores one or more IPv4 options. The size of this field is a multiple of 32 bits. If the IPv4 option or options do not use all 32 bits, padding options must be added so that the IPv4 header is an integral number of 4-byte blocks that can be indicated by the Internet Header Length field.

1.4.2  IPv6 Header

Figure A-4 shows the fields in the IPv6 Header.  The number of fields has been reduced and the address space has quadrupled.  Overall header length is now fixed at 40 octets, thus eliminating the need for the “Internet Header Length” field used in IPv4 headers.  Other changes are discussed in the description of each header field below.
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Figure A‑4. IPv6 Header

Version – 4 bits are used to indicate the version of IP and is set to 6.

Traffic Class – Indicates the class or priority of the IPv6 packet. The size of this field is 8 bits. The Traffic Class field provides similar functionality to the IPv4 Type of Service field. In RFC 2460, the values of the Traffic Class field are not defined. However, an IPv6 implementation is required to provide a means for an application layer protocol to specify the value of the Traffic Class field for experimentation.

Flow Label – Indicates that this packet belongs to a specific sequence of packets between a source and destination, requiring special handling by intermediate IPv6 routers. The size of this field is 20 bits. The Flow Label is used for non-default quality of service connections, such as those needed by real-time data (voice and video). 

Payload Length – Indicates the length of the IPv6 payload. The size of this field is 16 bits. The Payload Length field includes the extension headers and the upper layer Protocol Data Unit (PDU). 

Next Header – Indicates either the first extension header (if present) or the protocol in the upper layer PDU (such as TCP, UDP, or ICMPv6). The size of this field is 8 bits. When indicating an upper layer protocol above the Internet layer, the same values used in the IPv4 Protocol field are used here.

Hop Limit – Indicates the maximum number of links over which the IPv6 packet can travel before being discarded. The size of this field is 8 bits. The Hop Limit is similar to the IPv4 TTL field except that there is no historical relation to the amount of time (in seconds) that the packet is queued at the router. When the Hop Limit equals 0, an ICMPv6 Time Exceeded message is sent to the source address and the packet is discarded.

Source Address –Stores the IPv6 address of the originating host. The size of this field is 128 bits.

Destination Address – Stores the IPv6 address of the current destination host. The size of this field is 128 bits. In most cases the Destination Address is set to the final destination address. However, if a Routing extension header is present, the Destination Address might be set to the next router interface in the source route list.

2  How an Application or Network Appliance Uses the Network Layer

2.1  Assigning IP Addresses

Any device or software application that intends to communicate across the network must have an IP address to originate from and an IP address or range of addresses to reach.  Devices themselves do not have addresses; hardware interfaces and software ports have addresses.  IP addresses can be statically assigned by administrators or dynamically assigned through Dynamic Host Configuration Protocol (DHCP) services.  IPv4 and IPv6 each have implementations of DHCP.  IPv6 further supports Stateless Address Configuration (see section 3.3.4).

2.2  Application Program Interfaces

Communication between a client program and a server program in a network is accomplished through the use of sockets.  A socket is defined as "the endpoint in a connection."  Sockets are created and used with a set of programming requests or "function calls" sometimes called the sockets application programming interface (API).  Sockets can also be used for communication between processes within the same computer.  Sockets can be implemented as “connectionless” or “connection-oriented.”  Connectionless sockets use datagrams and exist only long enough for a single exchange to take place while connection-oriented sockets use streams and remain aware until terminated.  The address of a socket in the Internet domain consists of the IP address of the host machine and a port number on that host. Port numbers are 16 bit unsigned integers. Standard services have established ports so that clients will know their addresses.  For example, the port number for the FTP server is 21.  

The formal requests for services and means of communicating with other programs that a programmer uses in writing an application program is called the application program interface. An API is the specific method prescribed by a computer operating system (OS) or by an application program for making requests of the operating system or other applications.  Applications can be developed to use the services provided by operating systems to establish communications links with other hosts or applications.  Alternately, some applications do not use the standard function calls in the operating system.  Instead, connections to other hosts and applications may be established using hard-coded protocol implementations, ports, and addresses.  Identifying these non-standardized applications is important since upgrading to operating systems with IPv6 capability will not alter the procedures coded in programs.  Application programs with hard-coded API implementations will need to be replaced or undergo additional development, testing and certification.

3  IPv6 IMPLEMENTATION

3.1 Addressing

IPv4 addresses are represented in dotted-decimal format. This 32-bit address is divided along 8-bit boundaries. Each set of 8 bits is converted to its decimal equivalent and separated by periods. For IPv6, the 128-bit address is divided along 16-bit boundaries, and each 16-bit block is converted to a 4-digit hexadecimal number and separated by colons. The resulting representation is called colon-hexadecimal.  IPv6 representation can be further simplified by removing the leading zeros within each 16-bit block. However, each block must have at least a single digit.

Some types of addresses contain long sequences of zeros. To further simplify the representation of IPv6 addresses, a contiguous sequence of 16-bit blocks set to 0 in the colon hexadecimal format can be compressed to “::”, known as double-colon.  For example, the link-local address of FE80:0:0:0:2AA:FF:FE9A:4CA2 can be compressed to FE80::2AA:FF:FE9A:4CA2.

The prefix is the part of the address that indicates the bits that have fixed values or are the bits of the network identifier. Prefixes for IPv6 subnet identifiers, routes, and address ranges are expressed in the same way as Classless Inter-Domain Routing (CIDR) notation for IPv4. An IPv6 prefix is written in address/prefix-length notation. For example, 21DA:D3::/48 is a route prefix and 21DA:D3:0:2F3B::/64 is a subnet prefix. 

There are three types of IPv6 addresses – Unicast, Multicast, and Anycast.  Table A-2 compares addresses used in IPv4 to those used in IPv6.

	IPv4 Address
	IPv6 Address

	Internet address classes
	Not applicable in IPv6

	Multicast addresses (224.0.0.0/4)
	IPv6 multicast addresses (FF00::/8)

	Broadcast addresses
	Not applicable in IPv6

	Unspecified address is 0.0.0.0
	Unspecified address is ::

	Loopback address is 127.0.0.1
	Loopback address is ::1

	Public IP addresses
	Global unicast addresses

	Private IP addresses (10.0.0.0/8, 172.16.0.0/12, and 192.168.0.0/16)
	Site-local addresses (FEC0::/10)

	Autoconfigured addresses (169.254.0.0/16)
	Link-local addresses (FE80::/64)

	Text representation: Dotted decimal notation
	Text representation: Colon hexadecimal format with suppression of leading zeros and zero compression. IPv4-compatible addresses are expressed in dotted decimal notation.

	Network bits representation: Subnet mask in dotted decimal notation or prefix length
	Network bits representation: Prefix length notation only

	DNS name resolution: IPv4 host address (A) resource record
	DNS name resolution: IPv6 host address (AAAA) resource record

	DNS reverse resolution: IN-ADDR.ARPA domain
	DNS reverse resolution: IP6.ARPA domain


Table A‑2. IPv4 and IPv6 Address Convention Comparison

3.1.1  Unicast Addresses

A unicast address identifies a single interface within the scope of the type of unicast address. With the appropriate unicast routing topology, packets addressed to a unicast address are delivered to a single interface.

The following types of addresses are unicast IPv6 addresses:

Global Unicast Addresses.  Global unicast addresses are equivalent to public IPv4 addresses. They are globally routable and reachable on the IPv6 portion of the Internet. Unlike the current IPv4-based Internet, which is a mixture of both flat and hierarchical routing, the IPv6-based Internet has been designed from its foundation to support efficient, hierarchical addressing and routing. The scope, the region of the IPv6 internetwork over which the address is unique, of a global unicast address is the entire IPv6 Internet.

Local-Use Unicast Addresses.  There are two types of local-use unicast addresses:

1. Link-local addresses are used between on-link neighbors and for Neighbor Discovery (ND) processes.

2. Site-local addresses are used between nodes communicating with other nodes in the same site. 

Link-local addresses are used by nodes when communicating with neighboring nodes on the same link.  For example, on a single link IPv6 network with no router, link-local addresses are used to communicate between hosts on the link.  The scope of a link-local address is the local link.  

Site-local addresses are equivalent to the IPv4 private address space.  Site-local addresses are not reachable from other sites, and routers must not forward site-local traffic outside the site. Site-local addresses can be used in addition to global unicast addresses. The scope of a site-local address is the site.   Note that the IETF is deprecating Site-local addresses and the Navy and Marine Corps should not plan on using Site-local addresses unless the problems associated with them are carefully considered.

3.1.2  Multicast Addresses

A multicast address identifies multiple interfaces. With the appropriate multicast routing topology, packets addressed to a multicast address are delivered to all interfaces that are identified by the address. A multicast address is used for one-to-many communication, with delivery to multiple interfaces.  Interfaces may belong to more than one multicast group.

In IPv6, multicast traffic operates in the same way that it does in IPv4. Arbitrarily located IPv6 nodes can listen for multicast traffic on an arbitrary IPv6 multicast address. IPv6 nodes can listen to multiple multicast addresses at the same time. Nodes can join or leave a multicast group at any time. 

3.1.3  Anycast Addresses

An anycast address also identifies multiple interfaces.  With the appropriate routing topology, packets addressed to an anycast address are delivered to a single interface, the nearest interface that is identified by the address. The “nearest” interface is defined as being closest in terms of routing distance.  An anycast address is used for one-to-“one-of-many” communication, with delivery to a single interface.

Packets addressed to an anycast address are forwarded by the routing infrastructure to the nearest interface to which the anycast address is assigned.  In order to facilitate delivery, the routing infrastructure must be aware of the interfaces assigned anycast addresses and their “distance” in terms of routing metrics.  At present, anycast addresses are only used as destination addresses and are only assigned to routers.  Anycast addresses are assigned out of the unicast address space and the scope of an anycast address is the scope of the type of unicast address from which the anycast address is assigned.

3.2  Address Resolution

The Domain Name System (DNS) is used to resolve domain names (e.g., www.usmc.mil) by identifying the numeric address associated with it.  Network routing is then possible based on the IP address returned by the DNS.  DNS service is specific to IPv4 or IPv6.  To resolve addresses across protocol boundaries, either a separate DNS service must exist for each Internet protocol or an application layer gateway must perform translation on addresses returned by the DNS answer message.  DNS servers listing data for IPv4 (A records) and IPv6 (AAAA records) addresses can be configured to return IPv4, IPv6, or both addresses.  The selection of which address type to return, or in which order, affects the type of IP traffic generated.

3.3  Features of IPv6

Systems currently operating on IPv4 were engineered to take advantage of features available in IPv4.  Simply making these systems IPv6 capable will not take advantage of new features made possible by IPv6; applications ported to IPv6 will offer only the capabilities they had with IPv4.  Planning and engineering efforts should provision for the enhanced feature set of IPv6.  The following are features of the IPv6 protocol:

3.3.1  New Header Format

The IPv6 header has a new format that is designed to keep header overhead to a minimum. This is achieved by moving both non-essential fields and optional fields to extension headers that are placed after the IPv6 header. The streamlined IPv6 header is more efficiently processed at intermediate routers.

3.3.2  Large Address Space

IPv6 has 128-bit (16-byte) source and destination IP addresses. Although 128 bits can express over 3.4 x 1038 possible combinations, the large address space of IPv6 has been designed to allow for multiple levels of subnetting and address allocation from the Internet backbone to the individual subnets within an organization. Even though only a small number of the possible addresses are currently allocated for use by hosts, there are plenty of addresses available for future use. With a much larger number of available addresses, address-conservation techniques, such as the deployment of NATs, are no longer necessary. 

3.3.3  Efficient and Hierarchical Addressing and Routing Infrastructure

IPv6 global addresses used on the IPv6 portion of the Internet are designed to create an efficient, hierarchical, and summarizable routing infrastructure that is based on the common occurrence of multiple levels of Internet service providers.

3.3.4  Stateless and Stateful Address Configuration

To simplify host configuration, IPv6 supports both stateful address configuration, such as address configuration in the presence of a DHCP server, and stateless address configuration (address configuration in the absence of a DHCP server). With stateless address configuration, hosts on a link automatically configure themselves with IPv6 addresses for the link (called link-local addresses) and with addresses derived from prefixes advertised by local routers. Even in the absence of a router, hosts on the same link can automatically configure themselves with link-local addresses and communicate without manual configuration.

One of the most useful aspects of IPv6 is its ability to automatically configure itself, even without the use of a stateful configuration protocol such as Dynamic Host Configuration Protocol for IPv6 (DHCPv6). By default, an IPv6 host can configure a link-local address for each interface. By using router discovery, a host can also determine the addresses of routers, other configuration parameters, additional addresses, and on-link prefixes. Included in the Router Advertisement message is an indication of whether a stateful address configuration protocol should be used.

Address autoconfiguration can only be performed on multicast-capable interfaces. 

3.3.5  Built in Security

Support for IPSec is an IPv6 protocol suite requirement. This requirement provides a standards-based solution for network security needs and promotes interoperability between different IPv6 implementations.
3.3.6  Better Support for QoS

New fields in the IPv6 header define how traffic is handled and identified. Traffic identification using a Flow Label field in the IPv6 header allows routers to identify and provide special handling for packets belonging to a flow, a series of packets between a source and destination. Because the traffic is identified in the IPv6 header, support for QoS can be achieved even when the packet payload is encrypted through IPSec.

3.3.7  New Protocol for Neighboring Node Interaction

The Neighbor Discovery protocol for IPv6 is a series of Internet Control Message Protocol for IPv6 (ICMPv6) messages that manage the interaction of neighboring nodes (nodes on the same link). Neighbor Discovery replaces the broadcast-based Address Resolution Protocol (ARP), ICMPv4 Router Discovery, and ICMPv4 Redirect messages with efficient multicast and unicast Neighbor Discovery messages.

3.3.8  Extensibility

IPv6 can easily be extended for new features by adding extension headers after the IPv6 header. Unlike options in the IPv4 header, which can only support 40 bytes of options, the size of IPv6 extension headers is only constrained by the size of the IPv6 packet.

4  TRANSITION MECHANISMS FOR IPv6

IPv6 transition mechanisms are intended to provide a number of features, including: 

· Incremental upgrade and deployment. Individual IPv4 hosts and routers may be upgraded to IPv6 one at a time without requiring any other hosts or routers to be upgraded at the same time. New IPv6 hosts and routers can be installed one by one. 

· Minimal upgrade dependencies. The only prerequisite to upgrading hosts to IPv6 is that the DNS server must first be upgraded to handle IPv6 address records. There are no pre-requisites to upgrading routers. 

· Easy Addressing. When existing installed IPv4 hosts or routers are upgraded to IPv6, they may continue to use their existing address.

IPv6 provides an addressing structure called Compatibility Addresses that embeds IPv4 addresses within IPv6 addresses and encodes other information used by the transition mechanisms.  The three methods available to enable IPv6 on an existing IPv4 network are Dual Stacking, Tunneling, and Translation.  A combination of all three transition mechanisms will be used.

4.1  Compatibility Addresses 

To aid in the migration from IPv4 to IPv6 and the coexistence of both types of hosts, the following addresses are defined for IPv6:

4.1.1  IPv4-Compatible Address  

The IPv4-compatible address, 0:0:0:0:0:0:w.x.y.z or ::w.x.y.z (where w.x.y.z is the dotted decimal representation of an IPv4 address), is used by IPv6/IPv4 nodes that are communicating using IPv6. IPv6/IPv4 nodes are nodes with both IPv4 and IPv6 protocols. When the IPv4-compatible address is used as an IPv6 destination, the IPv6 traffic is automatically encapsulated with an IPv4 header and sent to the destination using the IPv4 infrastructure.

4.1.2 IPv4-Mapped Address

The IPv4-mapped address, 0:0:0:0:0:FFFF:w.x.y.z or ::FFFF:w.x.y.z, is used to represent an IPv4-only node to an IPv6 node. It is used only for internal representation. The IPv4-mapped address is never used as a source or destination address of an IPv6 packet.

4.1.3  6to4 Address 

The 6to4 address is used for communicating between two nodes running both IPv4 and IPv6 over an IPv4 routing infrastructure. The 6to4 address is formed by combining the prefix 2002::/16 with the 32 bits of a public IPv4 address of the node, forming a 48-bit prefix. 6to4 is a tunneling technique described in RFC 3056.

4.1.4  Dual Stacking IPv4 and IPv6 

As stated in section 1.2, a host or router must use an implementation of both IPv4 and IPv6 in order to recognize and process both header formats.  Dual Stacking is a model of deployment where all hosts and routers that are upgraded to IPv6 are made "dual-stack" capable.  Dual Stacked hosts implement complete IPv4 and IPv6 protocol stacks.  Due to the proliferation of IPv4 products, the transition to IPv6 will involve extensive enabling of dual-stack capability on networks.  Dual-stacking IPv6 and IPv4 provides for the coexistence of both addressing schemes by providing logically independent data communication paths.   Hosts and routers can use either protocol stack over the same physical media depending on what end-node it needs to communicate with and what data paths are available to that end-node.

4.1.5  Tunneling 

Tunneling involves encapsulating IPv6 packets within IPv4 headers to carry them over segments of the end-to-end path where the routers have not yet been upgraded to IPv6.  Tunneling allows isolated IPv6 hosts (i.e., located on a physical link which has no directly connected IPv6 router) to become fully functional IPv6 hosts by using an IPv4 multicast domain as their virtual local link to distant IPv6 networks.
4.1.6  Translation

Translation occurs at application layer gateways between portions of the network that are using different Internet protocols and allows the deployment of hosts that support only IPv6 on IPv4 networks.  Because some features available in IPv6 do not translate to IPv4, Translation has limited value.  IPv6 features such as flow control, multicast and unicast neighbor discovery, IPSec, and extension headers may not be supported when translated into an IPv4 network.

4.1.7  Defense Research and Engineering Network (DREN)

DREN is DoD’s recognized research and engineering network.  The DREN is a robust, high-capacity, low-latency nation-wide network that provides connectivity between and among the HPCMP’s geographically dispersed High Performance Computing (HPC) user sites, HPC centers, and other networks.  The DREN Wide Area Networking (WAN) capability is provided under a commercial contract.

5  POTENTIAL CONSTRAINTS TO IMPLEMENTING IPv6

5.1  Network Appliance Memory

While support for IPv4 and IPv6 on the same router is generally a matter of upgrading the IOS and enabling routing features, there is a hardware requirement as well.  Memory in routers is used to process routing requests, manage queues, and route traffic.  Dual Stacking routers to support routing tables for IPv4 and IPv6 will require additional memory in most cases.  The cost associated with adding memory to routers, servers, and other network appliances should not be overlooked when planning IPv6 transition.

5.2  Operating Systems  

Production support for IPv6 does not exist in most operating systems in use today.  Windows XP with service pack 1 or later is the first release of Microsoft operating system that advertises production IPv6 capability.  Microsoft does not plan to support IPv6 with earlier versions of operating systems, including Windows 2000.  Interoperability issues are likely to arise between early releases of IPv6 capable operating systems developed by different vendors.

5.3  Application Porting and Adding IPv6 Capability

Applications can be developed so they are “agnostic” to the IP version in use.  Software should rely on the IP stacks in COTS operating systems to the extent possible.

Many COTS and open source software applications already have some level of IPv6 support built in.  The development cycles for this class of software tend to be relatively rapid so new versions should be continually examined for IPv6 functionality and maturity.

Few GOTS applications have IPv6 capabilities at this time.  Porting will not enable all the functionality and capabilities of IPv6 in GOTS applications, just those that are already available with the current IPv4 software.  Enabling advanced IPv6 features such as mobility, anycast addressing, and Quality of Service (QoS) will likely require additional software development, testing, and certification. 

Adding IPv6 capability to applications while retaining support for IPv4 may not require significant additional effort.  Vendors have stated the effort was “more tedious than difficult”.  Developers can begin by downloading a scanning tool such as Sun’s IPv6 Socket Scrubber or Microsoft’s Checkv4.  These tools operate on source code to identify areas needing modification to support IPv6.  Modifications can then be made to the source code and the software recompiled, tested, and certified for use.  The Microsoft publication IPv6 Guide for Windows Sockets Applications
 divides the software porting effort into five areas.  These areas are:

1. Changing data structures.

2. Function calls.

3. Use of hard-coded IPv4 addresses.

4. User interface issues.

5. Elimination of user interface issues.

It should be noted Microsoft has no plans to provide the IPv6 software libraries and function calls for Windows 2000. This complements Microsoft’s strategy of providing a “production” IPv6 stack only for Windows XP (with Service Pack 1 or later) and later versions of the Windows OS.

Some GOTS applications are actually conglomerations of COTS applications and government developed code. Porting such an application might require a considerable coordination effort and involve multiple interdependencies. For example, how practical could porting a GOTS application be if a critical COTS software component was not yet ported to IPv6?  In this case, a Program Manager (PM) might simply replace that software component with a different commercial alternative but then other code changes would likely be required.

5.4  Compatibility of IPv4 and IPv6

Upper layer protocol checksums must support IPv6 headers.  The current implementation of TCP and UDP for IPv4 incorporates into their checksum calculation a pseudo-header that includes both the IPv4 Source Address and Destination Address fields. This checksum calculation must be modified for TCP and UDP traffic sent over IPv6 to include IPv6 addresses.
  In most cases interface with these upper layer protocols is provided by the operating system.  Applications with hard coded upper layer protocol implementations will require development, testing and certification to enable IPv6 support.

Translation from IPv6 to IPv4 can result in loss of transfer of some IPv6 capabilities and interfere with end-to-end application performance.  Refer to section 4.1.6 for additional considerations necessitated by network translation.

5.5  Security

Currently employed network security devices such as the Network Encryption System (NES), Fastlane, Taclane, and KY trunk encryptors must support IPv6.  Firewalls must be upgraded or changed to support IPv6.  Tunneling may present security and implementation challenges as encapsulated packets pass through firewalls.  Firewalls will take time to examine encapsulated packets, increasing network latency and potentially affecting application performance.

Adoption of IPv6 on Navy networks opens vulnerabilities from external IPv6 networks.  Procedures for protecting from attacks and probes from IPv6 sources must be incorporated into current Information Assurance Vulnerability Alert (IAVA) and Naval Incidence Response Team (NAVCIRT) advisory procedures.

Dual stacking networks introduces vulnerabilities that would not exist on a single protocol network.  Gateways providing protocol translation introduce another layer of complexity in the architecture and, therefore, another point that could be exploited by hackers or malicious code.

5.6  Technical and Programmatic Risks

Any IPv6 transition event that may delay scheduled program events introduces programmatic risk.  Technical risks result if required capabilities are not available within an allotted timeframe. Examples of IPv6 transition events that may impact program schedules are:

· Availability of IPv6 capable hardware or software

· Software that must be recoded to support IPv6

· Operating System support for IPv6

· Reliance on an externally managed system that must transition first

· Proprietary implementations of IP that must be reengineered to support IPv6

· Security risks introduced by transition to IPv6 
5.7  Human Systems Integration Considerations

· Updated skills for Information Professionals and systems administrators.

· New CONOPS or changes to TTPs.

· “Secondary skill” requirements for application administrators and database managers.

· Complexities of hybrid environments of IPv6 and legacy environments.

Appendix B. Milestones

	Milestones
	Action
	When
	Who

	1
	Joint IPv6 forum participation

IPv6 standards WG

 DoD IPv6 transition architecture (NSA)
	ASAP
	NSA, DISA, DoD CIO, DIA

SPAWAR

Navy Transition Team

	2
	Identify and clarify conflicts such as COE/IPv6 mandates
	30 June 2004
	SPAWAR/DISA

	3
	Timeline – initial

Refine/publish timeline
	26 March 2004

15 April 2004 - TBD
	SPAWAR 

	4
	IA guidance for IPv6
	30 Sep 04
	NNWC/SPAWAR 

	5
	Identify applicable Guidance
	30 Jun 2004
	SPAWAR

	6
	Update Guidance

RAPIDS, Navy OA CE, Other
	Dec 2004
	Document Owners (coordinated effort)

	7
	Navy IPv6 Symposium/training
	July/August 2004
	SPAWAR 

Program Managers, CHENGs, developers

	8
	Program Transition Plan
	01 October 2004
	PMs, PEOs, FAMs etc

	9
	Transition Plan review and re-transmit
	Periodic as necessary in conjunction with symposium 
	SPAWAR 

	10
	Identify “Key IPv6 Programs” to Governance Authority
	30 September 2004
	Acquisition activities via survey

	11
	Provide reporting format for PMs
	30 June 2004
	SPAWAR

	12
	Request waivers for programs not meeting required deadlines
	30 April 2004
	Acquisition activities 

	13
	Technical Checklist
	30 September 2004
	SPAWAR

	14
	Initial program portfolio assessment
	30 September 2004
	OPNAV

	15
	Respond to IPv6 survey
	01 September 2004
	Acquisition activities 

	16
	Brief OPNAV on IPv6 Transition 
	01 December 2004
	SPAWAR

	17
	Survey

Develop Beta

Develop Navy-wide

Distribute

Analyze

Final Report
	26 March 2004

01 June 2004

15 July 2004

01 Sep 2004

15 Oct 2004
	SPAWAR 


Appendix C. Acronym List

ACAT
Acquisition Category

ASD (NII)
Assistant Secretary of Defense (National Information Infrastructure)

ASN(RDA)
Assistant Secretary of the Navy (Research, Development, Acquisition)

ATM
Asynchronous Transfer Mode

BLII OCONUS
Base Level Information Infrastructure, Outside Continental United States

C4ISP
Command, Control, Communications, Computers, Intelligence Support Plan

CDD
Capability Development Document

CDR 
Critical Design Review

CDR
Critical Design Review

CHENG
Chief Engineer

CIO



Chief Information Officer

CJCSI
Chairman of the Joint Chiefs of Staff Instruction

CNO
Chief of Naval Operations

COMNAVNETWARCOM
Commander, Naval Network Warfare Command

COMSPAWAR
Commander, Space and Naval Systems Command

CoS



Class of Service

COTS
Commercial Off The Shelf

CPD
Capability Production Document

DAA
Designated Accreditation Authority

DCNO
Deputy, Chief of Naval Operations

DDCIO-N
DON Deputy CIO-Navy

DISA
Defense Information Systems Agency

DITSCAP
Defense Information Technology Security Certification and Accreditation Process 

DoD



Department of Defense

DON



Department of Navy

DOTMLPF
Doctrine, Organizations, Training, Materiel, Leadership, Personnel, Facilities

DREN
Defense Research Engineering Network

DRPM
Direct Reporting Program Manager

DS
Differentiated Services

ECP
Engineering Change Proposal

EMW
Expeditionary Maneuver Warfare

FAM
Functional Area Manager

FoS
Family of Systems

FRP
Full Rate Production

FY
Fiscal Year

GIG
Global Information Grid

GOTS
Government off the Shelf

GPS
Global Positioning System

HAIPE
High Assurance Internet Protocol Encrypter

IA
Information Assurance

ICD
Initial Capabilities Document

IETF
Internet Engineering Task Force

IPT
Integrated Product Team

IPv6



Internet Protocol version 6

ISNS
Integrated Shipboard Network System 

ISP
Information Support Plan

IT
Information Technology

JDEP
Joint Distributed Engineering Plant

JITC
Joint Interoperability Test Command

JTA
Joint Technical Architecture

LOE
Limited Operational Experiment

LRIP
Low Rate Initial Production

MDA
Milestone Decision Authority

NCTSI
Navy Center for Tactical Systems Interoperability

NIO
Navy Information Officer

NMCI
Navy Marine Corps Intranet

NOC
Naval Operating Concept

NSA
National Security Agency

NTCSS
Navy Tactical Command Support System

OMTFTS
Operational Maneuver from the Sea

OPNAV
Naval Operations

OT&E
Operational Test and Evaluation

PDR
Preliminary Design Review

PDRR
Preliminary Design Readiness Review

PEO
Program Executive Officer

PHB
Per Hop Behavior

PM
Program Manager

POR
Program of Record

QoS



Quality of Service

RSVP
Resource Reservation Protocol (RSVP)

SFR
System Functional Review

SoS
System of Systems

SRR
System Readiness Review

STOM
Ship To Objective Maneuver

SVR
System Validation Review

SYSCOM
Systems Command

TA 
Technical Authority

TEMP
Test and Evaluation Master Plan

ToS
Type of Service

TRR
Test Readiness Review

TV
Technical View

TYCOM
Type Commander

USD(AT&L)
Under Secretary of Defense (Acquisition, Technology & Logistics)

VCNO
Vice Chief of Naval Operations

WG
Working Group

Appendix D. IPv6 Transition Sample Survey
	1. Program Name
	

	2. Program Classification Level
	

	3. Survey Response Classification Level
	

	4. System/product identification
	

	a. Program Manager
	

	b. Program Group
	

	c. Milestone reached
	

	5. POCs: (program and technical POCs, telephone number, address, email)
	

	6. Survey Respondent (Name/Phone/Email)
	

	7. Identify Operating System(s) (OS) used (Service packs, Revs, Others)
	

	8. Identify applications used.  All COTS and GOTS software should be identified.
	

	9. Define how each application identified above uses Internet Protocol (IP): 
	

	a. Is Source Code available for this application?  If so, evaluating this code with tools described in Appendix A, Section 5.3 will help answer b and c below.
	

	b. Define how IP calls are implemented (sockets, API).  Identify whether applications use embedded protocol stacks or rely on OS function calls and protocol stacks.  Applications with embedded protocol stacks may require development, testing and certification to support IPv6.  Identify this effort in items 7, 8, and 9 below.  See Appendix A, Chapter 2.
	

	c. Define how IP addresses are obtained (static IP addresses, DHCP, BOOTP, other).  Identify use of hard-coded IP addresses.  Applications with hard-coded IP addresses may require development, testing and certification to support IPv6.  Identify this effort in items 7, 8, and 9 below.
	

	10. Technical impact of transition to IPv6: 
	

	a. Describe what needs to be done to the system to achieve initial dual stack capability and/or full transition to IPv6.  IPv6 capability is expected by 2008.  See Appendix A, Chapter 4.
	

	b. Describe IPv6 characteristics that will or should be leveraged as part of the system’s architecture.  New and enhanced capabilities afforded by IPv6 include extension headers, mobile IPv6, IPSec, Flow Labels, unicast/multicast/anycast addressing, and address autoconfiguration.  See Appendix A, Chapter 3.
	

	11. Dependencies: 
	

	a. Describe technical dependencies that will impact the system with IPv6 implementation.  Technical dependencies include OS support for IPv6, hard-coded IPv4 implementation in applications, reliance on COTS databases and applications, dependency on external network services, etc.
	

	b. Describe external systems with which your system is known to communicate using IP.
	

	12. Programmatic impact(s): 
	

	a. Development schedule for dual-stack and full IPv6 implementation.  The schedule should match currently programmed development if possible.  Full IPv6 capability is expected by 2008.
	

	b. Deployment/fielding/upgrade/ retrofit schedule for dual-stack and full IPv6 implementation.  The schedule should match currently programmed upgrades if possible.  Full IPv6 capability is expected by 2008.
	

	c. Cost schedule. Identify additional funding required to achieve initial and objective IPv6 capabilities identified in the schedules above. Only costs beyond what is already programmed for tech refresh or upgrade should be identified.
	

	13. Define technical and programmatic risks.  Identify any known impediments to IPv6 transition.    
	

	14. Information Assurance Components provided by this system

                a.     Firewall

                b.     Intrusion detection

                c.     Encryptors

                d.     Other


	

	15. Network Components provided by this system

a. Routers

b. Switches

c. Other
	

	16. Recommendations/Comments 
	

	17. Is this program a good candidate to become a Navy IPv6 “early adopter”?
	

	18. Impact on the Warfighter

a. Workload

b. New Skills or Knowledges

c. CONOPS/ TTPs

d. Usability
	


Information provided should not be limited to the information requested in this template.  The more relevant the information provided the more meaningful a report might be produced.

� Figure A-1 from SearchNetworking.com website URL: � HYPERLINK "http://searchnetworking.techtarget.com/sDefinition/0,,sid7_gci523729,00.html" ��http://searchnetworking.techtarget.com/sDefinition/0,,sid7_gci523729,00.html�. March 2004.


� Data Networks, IP and the Internet [electronic resource]: Protocols, Design and Operation by Martin P. Clark. Chichester, England; Hoboken, NJ: Wiley, 2003. Page 199.


� Microsoft Windows Server 2003 White Paper, September 2003.  Page 2.


� Microsoft Windows Server 2003 White Paper, September 2003.  Pages 8-10.


� Microsoft Windows Server 2003 White Paper, September 2003.  Page 22.


� Internet Draft “Draft-IETF-IPv6-Deprecate-Site-Local-03.txt” dated 27 March 2004.


� Microsoft Windows Server 2003 White Paper, September 2003.  Pages 2-3.


� IP Next Generation Overview, accessible at http://playground.sun.com/pub/ipng/html/INET-IPng-Paper.html, by Robert M. Hinden, May 1995.


� http://msdn.microsoft.com/library/default.asp?url=/library/en-us/winsock/winsock/ipv6_guide_for_windows_sockets_applications_2.asp


� Microsoft Windows Server 2003 White Paper, September 2003.  Page 34.
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