

Architecture & Standards Volume II


[image: image1.png]


Architecture & Standards

Volume II

Technical View

[image: image12.wmf] 

FORCEnet

 

 


Office of the Chief Engineer

SPAWAR 05


Distribution A:  Approved for public release; 
distribution is unlimited (4/30/04)

Version 1.4

30 April 2004

Preface

The FORCEnet Architecture and Standards document, Volume I, Operational and Systems View, and Volume II, Technical View, reflects Version 1.4.  Both volumes contain over 500 resolved comments out of a total of 800 that were received from Navy stakeholders in review of Version 1.0, distributed on 16 June 2003. We will continue to accept comments/review from outside agencies.  Those comments will be reflected in updated versions.  The final Version 2.0 will be forthcoming in April 2005. 

This Version 1.4 of the FORCEnet Architecture and Standards Volume II, Technical View reflects the following:

· Input from a number of key documents such as:

· Joint Tactical Architecture (JTA) Version 6.0;

· Open Architecture Computing Environment (OACE) Technology & Standards Version 1.0;

· Air Force C2 Enterprise Reference Tactical Architecture Version 3.0;

· JTA-Army Version 6.5;

· Global Information Grid – Enterprise Services ICD; and

· Reusable Application Software Development & Integration Standards (RAPIDS) Version 1.5.

· For a complete listing of the relevant documents, please refer to Appendix B.
· FORCEnet Node Information Services Guidance (Appendix I). This was adapted from the Air Force, and is provided for increasing specificity for FORCEnet contract language incorporation.

It should be noted that this version contains a comparison of FORCE net volume II standards to the Joint Tactical Architecture, Army JTA-Army, AF C2 ERTA, and OACE to determine joint interoperability compatibility.  This comparison is provided in the form of a matrix as shown in Appendix D.  This matrix can be used not only for comparison to the Army and the Air Force but can be used to de-conflict this document with JTA 6.0.  Wherever there is a variance between A&S Volume II and JTA, it is noted in the matrix.  The variance is also noted within the text, as the JTA language is included for review and de-confliction.  The final version of the A&S Volume II will be the result of this de-confliction process.

It should also be noted that the sections format of this document is aligned with the JTA rather than the A&S Volume I.  This alignment with JTA is required, as JTA will be updated every quarter, which will require this document to be updated as well.  The reader should note that the JTA is being renamed by DISA to be the DoD IT Standards Registry (DISR).  The next update for DISR is May 2004.

To provide a mapping to volume I, standards class profiles are provided for the following volume I headings: Distributed Services (Appendix E); Comms and Networks (Appendix F); ISR (Appendix G), and allied interoperability (Appendix H).  These profiles can be used as a baseline starting point for the IT standards profiles required for Capability Development Documents and Capability Production Documents required for the Joint Capabilities Integration and Development System (JCIDS) process.

Net-Centric Warfare and Enterprise Services

The FORCEnet architecture describes the construct and the framework for Naval Warfare in the Information Age transforming the Navy and Marine Corps to make Network Centric Warfare (NCW) a reality.  FORCEnet integrates Warriors, Sensors, Networks, Command & Control, Platforms, and Weapons into a networked, distributed joint combat force, scalable across the spectrum of conflict from seabed to space, from sea to land.  The FORCEnet architecture will contain the enabling elements for the Naval Transformation Roadmap and Seapower 21 Pillars of Sea Strike, Sea Shield, and Sea Basing, and for the supporting initiatives of Sea Warrior, Sea Trial, and Sea Enterprise.  The architecture will also be coordinated with Service transformation initiatives in the Army, Air Force, and Coast Guard.

A fundamental FORCEnet objective is the development of a Naval networking infrastructure and integrated applications suite with full interoperability among the service components, joint task force elements, and allied/coalition partners.  The FORCEnet Architecture will incorporate common engineering, information, protocols, computing, and interface standards across various computing environments and platforms.  This blueprint will be based on joint and industry standards, with development and implementation coordinated with transformational initiatives in the Army, Air Force, and Coast Guard as well as Joint commands and allies.

The FORCEnet architecture is based on a commercial distributed services model.  This offers the ability to reuse technology across the Naval and Joint enterprise by providing components that can be easily connected in a wide variety of ways to provide new Warfighter mission capabilities with minimal development effort and without requiring detailed knowledge of the internal workings and implementation details of an application.

The distributed services approach will allow developers to wrap legacy allied/coalition applications for compatibility.  Proposed multi-level security implementations will enable efficient and secure sharing of information required as an ICD functional requirement.

Open architecture is a fundamental FORCEnet concept that allows a broad and rapid exchange of information and the ready assimilation and use of this information by the warfighter to enhance decision-making.  The goal of the Open Architecture Computing Environment (OACE) is to provide technical performance, architecture, and design guidance for the computer programs and computing infrastructure of future Naval Combat Systems (NCSs) and Naval Warfare Systems (NWSs).  

The FORCEnet architecture supports Network Centric Warfare capabilities by: 

· Aligning and integrating efforts that look across all programs, enabling capabilities, synergies, and efficiencies that would not otherwise be realized under the existing paradigm of individual stove-piped programs and efforts;

· Leveraging and integrating existing DoD efforts for the development of a dynamic, multi-path survivable network which will support the integration of existing systems as nodes on the FORCEnet;
· Incorporating new technologies and research to provide Human-Centric Design;
· Enhancing joint, allied, coalition interoperability;
· Leveraging Science and Technology (S&T) and operational experimentation to rapidly deliver prototype capability to the Fleet;

· Collaborating together with industry to develop and implement a commercially based, government-sponsored FORCEnet open architecture (non-proprietary).

FORCEnet architecture is described as collaborative, interactive, segmentable, federated and extensible.  The FORCEnet architectures support the Spiral Development and Evolutionary Acquisition process bridging the gap between legacy systems of today and the fully netted force of the future Navy.

FORCEnet does not have a specific end-state configuration; however, it will provide a continuing impetus and support to Naval Transformation, and provide a new way of doing business in the Department of the Navy
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1.0 Executive Summary

The FORCEnet architecture describes the construct and the framework for Naval Warfare in the Information Age transforming the Navy and Marine Corps to make Network Centric Warfare (NCW) a reality.  FORCEnet integrates Warriors, Sensors, Networks, Command & Control, Platforms, and Weapons into a networked, distributed Joint Combat Force, scalable across the spectrum of conflict from seabed to space, from sea to land.  The FORCEnet architecture will contain the enabling elements for the Naval Transformation Roadmap and Seapower 21 pillars of Sea Strike, Sea Shield, and Sea Basing, and for the supporting initiatives of Sea Warrior, Sea Trial, and Sea Enterprise.  The architecture will also be coordinated with Service transformation initiatives in the Army, Air Force, and Coast Guard.
A fundamental FORCEnet objective is the development of a Naval networking infrastructure and integrated applications suite with full interoperability among the service components, joint task force elements, and allied/coalition partners.  The FORCEnet Architecture will ensure that design decisions made by component programs are consistent with this FORCEnet blueprint and incorporate common engineering, information, protocols, computing, and interface standards across various computing environments and platforms.  This blueprint will be based on joint and commercial standards, with development and implementation coordinated with transformational initiatives in the Army, Air Force, and Coast Guard as well as Joint commands and allies.

Open Architecture is a fundamental FORCEnet concept that allows a broad and rapid exchange of information and the ready assimilation and use of this information by the warfighter to enhance decision-making.  This architecture is collaborative, interactive, segmentable, federated and extensible.

The FORCEnet architecture is based on a commercial distributed services model.  This offers the ability to reuse technology across the Naval and Joint enterprise by providing components that can be easily connected in a wide variety of ways to provide new Warfighter mission capabilities with minimal development effort and without requiring detailed knowledge of the internal workings and implementation details of an application.

The distributed services approach will allow developers to wrap legacy allied/coalition applications for compatibility.  Proposed multi-level security implementations will enable efficient and secure sharing of information required as an ICD functional requirement.

Although this document serves as the technical foundation for the evaluation of the warfighter capability to FORCEnet, there are currently two major efforts in development that will eventually converge and be integrated into this Technical View (TV).

The Open Architecture Community Environment Design Guidance Version 1.0 and OAE Technologies and Standards Version 1.0 is a Program Executive Officer Integrated Warfare System (PEO IWS) product that describe the technical characteristics of the requirements for computing in support of Open Architecture (OA) based Combat Systems.  This unified set of computing resources is called the open Architecture Computing Environment (OACE).

Summarily Program Executive Officer Command, Control, Communication, Computers and Intelligence PEO C4I and Space have created development guidance for all applications with in the C4I domain, the Re-usable Applications Integration and Development Standards.  Re-usable Application Integration Development Standards (RAPIDS) provides detailed programming guidance to migrate applications to highly modular design that supports re-configuration and extensions of functional capabilities and promotes portability across multiple enterprise architecture frameworks.

Both these documents are complimentary in nature to each other and to this Preliminary FORCEnet TV.  A further iteration of this TV will co-evolve and merge these former documents as part of the greater FORCEnet Architecture effort.

1.1 FORCEnet Standards

1.1.1 Overview

FORCEnet Integrated Architecture and Standards includes the information necessary to integrate Navy and Marine Corps requirements and articulates operational, functional, and ultimately physical requirements and how they interrelate and evolve over time.  Specifically it will:

· Defines the special architectural elements that enable increments of FORCEnet capability allowing construction of an implementation roadmap;

· Defines the specific architectural structure that will enable development of the FORCEnet core product line including a classified appendix to cover classified programs;

· Provides the background for programmatic decision support for the budget process;

· Specifies the technical requirements to be satisfied by existing and planned programs to ensure their systems conform to the FORCEnet Architecture Vision; and

· Identifies the operational concepts and technologies to be validated in the Sea Trial process. 

Provides a Standards/TV for FORCEnet that provides the acquisition and design community a list of standards and emerging standards that should be used to guide the development and acquisition of systems within the FORCEnet Domain.

1.2 Introduction

1.2.1 FORCEnet Standards Purpose

The FORCEnet TV provides the technical foundation for the interoperability and seamless flow of information between strategic, operational and tactical systems, as well as among the various Naval, Joint, coalition and other agency systems. 

Navy and Marine Corps C4ISR systems are developed for a variety of tactical platforms (e.g., surface, subsurface, aircraft, team-portable, man-portable, etc).  These C4ISR systems will be configured/composed to meet varying platform unique mission requirements.  Each platform will need to have different antenna arrangements, physical dimensions, environmental conditions, work stations, information management processes, and associated communications suites.  These component C4ISR systems have many similar and/or identical component functions that can be cataloged and allocated across multiple systems that can become part of a core family of distributed services for FORCEnet.  These core-distributed services can then be re-allocated across multiple systems and operational domains.  Therefore, enabling functional commonality and interoperability among these systems, despite dissimilarities in their physical configurations. 

The FORCEnet TV shares many common objectives with other technical architectures (e.g., the Air Force C2ERSA, Defense Information Systems Agency (DISA), Naval Centric Enterprise Services (NCES), Army Fire Control System (FCS), Navy Task Force (TF) Web and Navy Open Architecture Computing Environment (OACE) Transformational Communication (TC) and the Joint Tactical Architecture (JTA) as it seeks to facilitate interoperability between C4ISR systems.  Specifically, it promotes the:
· Identification and mandating of minimum standards and technical guidelines for the development and acquisition of the C4ISR to significantly reduce the life cycle cost, shorten development time, and optimize the impact on program financial and execution performance.

· Determination of essential data formats and protocols to permit interoperability among components, both internal and external to a given tactical platform.

· Selection and definition of standards required for the migration of the C4ISR systems to an interoperable open system environment.

· Incorporation of new and emerging standards to keep pace with global information and communications technologies.    

· Use of multi-mission distributed services and operational activities, such as precision geolocation, through the use of similar or dissimilar platforms and sensors.

· Goals of TC include: network-centric operations, increased capacity and protection, global coverage, flexibility, information assurance and integrated systems to support future needs of Naval and Joint forces.

In support of these objectives, FORCEnet TV standards were chosen based on the following criteria:
· Interoperability/Interchangeability:  Standards should support implementation of an open architecture, promote interoperability among FORCEnet TV-compliant systems and, at the product interchange level, facilitate interoperability with non-FORCEnet TV systems.

· Maturity:  Standards should be technically mature.

· Ease of implementation:  Standards should provide technical implementation guidance and have reasonable market support for hardware, software, and development tools.

· Public availability:  Standards should not be sole source proprietary standards.

· Consistent with authoritative sources: Standards must be consistent with public law, regulation, policy, and authoritative guidance documents.
The FORCEnet TV uniquely supports the C4ISR community by:

· Documenting, under a single cover, the complete listing of applicable specifications and standards, as selected by C4ISR developers, from the alternatives allowed by overarching standards documents (i.e., JTA).  It adds to those standards by including mutually agreed upon specifications or standards when specific areas of concern are not addressed by overarching standards documents.

· Representing the C4ISR standardization decisions to other standards and architecture development forums.

1.2.2 FORCEnet Standards Scope

This document encompasses inter-platform and intra-platform interfaces necessary to support Navy, Marine Corps, Coast Guard, Joint and Coalition strategic, operational and tactical missions, and their subordinate functionality and performance objectives.  It addresses standards for information processing, information transfer, information modeling, metadata, information exchange, Human Systems Integration (HSI), information assurance, and physical services.

The standards contained in the FORCEnet TV are applicable to all C4ISR systems developed by the U.S. Navy and the U.S. Marine Corps.  Specifically, standards mandates listed in the FORCEnet TV shall be used, where the corresponding services areas are implemented, for major modifications to existing C4ISR components and for the development of future C4ISR components.

Where an emerging standard not yet covered by the FORCEnet TV is appropriate, the developing SYSCOM should submit the standard to the FORCEnet Chief Engineer for review by the FORCEnet TV Working Group (to be established).  In instances where a C4ISR standard is governed by multiple domain standards handbooks, the most restrictive standard shall apply.  Moreover, the use of FORCEnet TV standards not identified in other domain standards handbooks is additive and are not intended to conflict with the body of C4ISR standards.

This version of the TV mandates standards that are based on the best information available, and approved by the FORCEnet TV Working Group.  Prior to the release of the next version of the TV, mandated standards may be affected by any of the following:
· The organization sponsoring a standard may modify, void, supercede or combine it with a different standard, or terminate support for the standard.

· The organization sponsoring a standard may transfer responsibility, or terminate support, certification, or compliance requirements.

· Commercial Off-The-Shelf (COTS) or Government Off-The-Shelf (GOTS) vendors may withdraw from the sponsor’s working groups, decide to not meet any or all of these mandates, or not provide compliant products.

· New military and/or industry standards are introduced that offer benefits that greatly outweigh those already listed in the FORCEnet TV.
Any of these activities could affect the ability of program offices and contractors to provide fully compliant systems.  The FORCEnet TV development team is committed to working with the program offices and contractors to help resolve these issues, and assist in providing workable solutions that will allow the C4ISR systems to be fully compliant with FORCEnet TV standards mandates.  Program offices will contact the TV development team via e-mail to the FORCEnet Web VPO to request assistance, if needed.

1.2.3 FORCEnet Standards Compliance Process 

Ensuring compliance with FORCEnet Architecture and Standards requires the active cooperation of the organizations charged with defining requirements, managing the programs and evaluating the resultant programs.

Space and Naval Warfare (SPAWAR) will define a FORCEnet Compliance Process and Checklist identifying which architectural requirements will be verified during which stage of the test and evaluation process.  Example metrics, conditions and changes include:

· Operational conditions and systems performance parameters;

· Compliance with government-industry design, software, communications, network, and interface standards and constraints, outlined in this document and in Volume I Architecture and Standards;

· Compliance with approved FORCEnet, Joint and Department of Defense (DoD) Technical Architectures;

· Compliance with Global Information Grid (GIG) Architectures;

· Compliance with the Transformational Communications Architecture (TCA);

· Compliance with approved changes documented in the FORCEnet Compliance Checklist;

· Alignment with the FORCEnet Matrix and Capability Evolution Description (CED); and

· Feedback from Requirements validation.

SPAWAR will review and assess programs and technical solutions as part of this checklist.  Each program prepares a FORCEnet Compliance Plan indicating how it will address the requirements of the FORCEnet Compliance Checklist.  

Each program will submit its FORCEnet Compliance Plan to SPAWAR for review and then SPAWAR forwards to Assistant Secretary of the Navy - Research, Development and Acquisition (ASN (RDA) and resource sponsors for approval.
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2.0 Information Processing Standards and Definitions

2.1 Introduction

Purpose

The purpose of this section is to specify the specialized FORCEnet Government and commercial information-processing standards C4ISR system developers will use to develop integrated, interoperable systems that directly or indirectly support the warfighter.
Scope

This section applies to mission-area, support application, and application platform service software. It does not cover communications standards needed to transfer information between systems (defined in Section 2.3), standards relating to information modeling (process, data, and simulation), data elements, or military-unique message set formats (defined in Section 2.4).
Background

Information Processing standards provide the data formats and software-processing specifications required to represent and manipulate data to meet Information Technology (IT) mission needs.  The standards in this section are drawn from widely accepted commercial standards that meet DoD requirements.  Where necessary for interoperability, profiles of commercial standards are used.  Military standards are mandated only when suitable commercial standards are not available.
2.1.1 Mandated Standards

The overall guidance and mandated standards for commercial software procurement, software development and integration are provided by the Reusable Application Integration and Development Standards (RAPIDS) working draft dated December 6, 2003.  As stated in the referenced document, the RAPIDS mission is paraphrased as follows:

Various initiatives in the DoD are bringing change to the way we produce software applications. The public sector is continually producing new technological opportunities for our programs. We need to position ourselves to take advantage of these emerging technologies and modernize our programs, align with upcoming initiatives at a low cost, and be agile enough to re-assemble capabilities to support new missions in a time relevant fashion. To meet these challenges and take advantage of opportunities an agile environment must be created to facilitate change. This effort will offer the ability to reuse technology across the PEO C4I/Fleet enterprise by providing components that can be easily connected in a wide variety of ways to provide new mission capabilities with minimal development effort and without requiring detailed knowledge of the internal workings and implementation details of an application. Developed under the right design parameters, new capabilities can be integrated rapidly, reduce cost, and allow us to be far more closely coupled to our customer needs so we can expeditiously synchronize and focus our development efforts with customer requirements.

PEO C4I has chosen to call this development environment RAPIDS (Reusable Application Integration and Development Standards) to emphasize that the target development partnerships will extend to sophisticated fleet users who need simple ways to assemble capabilities, meeting rapidly changing mission requirements. The RAPIDS objective is to enable extension of existing applications by mixing and matching components from other applications, building systems from a small number of existing components downloadable over the network or connecting to services that are being hosted by a third party

It should be noted that RAPIDS guidance is not intended to replace or supercede the Task Force Web Developer’s Guidance. In fact, it references that document for all developers building into the TFW portal environment. The intent of RAPIDS guidance is to provide specific architectural direction so that developers are able to construct their applications into services that can be easily adopted into a web portal; a basic, web native application; or Java environment with little or no re-coding.

The business case for RAPIDS (i.e. distributed network-accessible mission capability parts developed in an Open Source environment) is intuitively compelling. Implementing a controlled collaborative and distributed software development environment that exposes capability and source code to all developers in the enterprise will significantly increase software re-use, accelerate the integration of new technologies, and drive down time and costs required for developing and maintaining software, resulting in a dramatically increased “Speed to Capability”

The RAPIDS document is posted on the SPAWAR Virtual Program Office FORCEnet Working Group website in the RAPIDS folder.  Continuous updates will be provided for RAPIDS by PEO 04I as stated in the RAPID document ” RAPIDS developer’s guidance is a living document set made from contributions by many software developers on contract to various programs”.  These updates can be downloaded at https://RAPIDS.spawar.navy.mil.  Due to the size (35MB) and complexity of the RAPIDS standards effort, it is not necessary to duplicate all of the RAPIDS standards references in this document.  Rather it will be a FORCEnet requirement for C4ISR software to be RAPIDS compliant.  This reference to RAPIDS ensures that FORCEnet will always be in step with RAPIDS as it evolves. 

It should be noted that while the Software Engineering Instititute’s Capability Maturity Model (SEI CMM) is not a specific standard per se, it nevertheless provides guidance for the software development process.  Determining and optimizing software development processes spans multiple areas of expertise. The most important areas of software development lie in the underlying business issues, spanning contract management, product lifecycle management and transformational acquisition reform.  Rapids references SEI CMM as definition in required proficiency but CMM is considered out of scope for specific RAPIDS standards guidance.  More information can be found at http://www.sei.cmu.edu./
The following sections provide the applicable mandated standards that shall be used for the selection of COTS or GOTS software or in the development of FORCEnet compliant software
2.1.1.1 Application Software Entity

The Application Software Entity is one part of the DoD Technical Reference Manual (TRM) that includes both mission-area applications and support applications.  Mission-area applications implement specific user’s requirements and needs (e.g., personnel, material, and management).  This application software may be COTS, GOTS, custom-developed software, or a combination of these.  Common support applications (e.g., e-mail and word processing) are those that can be standardized across individual or multiple mission areas.  The services they provide can be used to develop mission-area-specific applications or can be made available to the user.  The DoD TRM defines six support application categories:  Multimedia, Communications, Business Processing, Environment Management, Database Utilities, and Engineering Support.  The definitions for these categories can be found in the DoD Technical Reference Model, Version 1.0, 5 November 1999.
2.1.1.2 Application Platform Entity 

Ten primary system support services and operating systems services are defined within the Application Platform Entity:  Software Engineering, User Interfaces, Data Management, Data Interchange, Graphics, Communications, Operating System, Internationalization, System Management, and Distributed-Computing Services.

2.1.1.2.1 Software-Engineering Services

The software-engineering services provide system developers with the tools that are appropriate to the development and maintenance of applications.  In addition to the standards identified in RAPIDS, the following standards are mandated:

· IEEE/EIA 12207, Information Technology-Software Life Cycle Processes

· IEEE/EIA 12207.0-1997, Standard for Information Technology-Software Life Cycle Processes

· IEEE/EIA 12207.1-1997, Guide for International Standards Organization/Inter Exchange Carrier (ISO/IEC) 12207, Standard for Information Technology-Software Life Cycle Processes-Life Cycle Data

· IEEE/EIA 12207.2-1997, Guide for ISO/IEC 12207, Standard for Information Technology-Software Life Cycle Processes-Implementation Considerations

· IEEE 828-1998, Standard for Software Configuration Management Plans, 25 June 1998

· IEEE 1028-1997, Standard for Software Reviews, 9 December 1997

IEEE 1012-1998, Standard for Software Verification and Validation, 9 March 1998

2.1.1.2.2 User Interface Services

User Interface Services control how a user interfaces with an information-technology system.  The Common Desktop Environment (CDE) provides a common set of desktop applications and management capabilities for environments similar to the Microsoft Windows desktop environment.  CDE supports Open Software Foundation (OSF) Motif-based application execution.
Both CDE and Motif applications use the underlying X Window system.  The Win32 Application Program Interface (API) set provides similar services for Microsoft Windows applications.  Applications that require user interaction use either Motif or X Window APIs, and are capable of executing in the CDE or the applicable native windowing Win32 APIs.  The following standards are mandated for use when developing X Window user interfaces:

C903, X Window System (X11R6):  Protocol, July 1999

C904, X Window System (X11R6):  C-Language Library (XLib), December 1999

C905, X Window System (X11R6):  Toolkit, December 1999, C507, Window Management (X11R5):  X Window System Protocol, X/Open CAE Specification, April 1995

M021:  CDE 2.1/Motif 2.1 User's Guide, ISBN 1-85912-173-X, October 1997

M027:  CDE 2.1/Motif 2.1 - Style Guide and Glossary, ISBN 1-85912-104-7, October 1997

M028:  CDE 2.1/Motif 2.1 - Style Guide Certification Check List, ISBN 1-85912-109-8, October 1997

M029:  CDE 2.1/Motif 2.1 - Style Guide Reference, ISBN 1-85912-114-4, October 1997

 ISBN 1-85912-134-9, October 1997

The following standard is mandated for use with operating systems running (or intended to run) Win32 Applications:

Win32 APIs, Window Management and Graphics Device Interface, Volume 1 Microsoft Win32MS Platform SDK kit or later, Microsoft Press

Refer to Section 2.5 for HCI style guidance and standards.

2.1.1.2.3 Data Management

The Data Management Service provides those standards needed for database management of information. 
2.1.1.2.4 Data Management Services 

Central to most systems is the sharing of data between applications.  The data management services provide for the independent management of data shared by multiple applications.  These services support the definition, storage, and retrieval of data elements from Database Management Systems (DBMS’s). Application code using Relational Database Management System (RDBMS) resources and COTS RDBMS's must conform to the requirements of Entry Level Structured Query Language (SQL).  The following standards are mandated for any system using a RDBMS:

ISO/IEC 9075-1:1999 Information Technology – Database Language – SQL - Part 1: Framework (SQL/Framework)

ISO/IEC 9075-2:1999 Information Technology – Database Language – SQL – Part 2: Foundation (SQL/Foundation) w/Corrigendum 1:2000, Amendment 1:2001

ISO/IEC 9075-3:1999 Information Technology – Database Languages – SQL – Part 3: Call-Level Interface (SQL/CLI) w/Corrigendum 1:2000

ISO/IEC 9075-4:1999 Information Technology – Database Languages – SQL – Part 4: Persistent Stored Modules (SQL/PSM) w/Corrigendum 1:2000

ISO/IEC 9075-5:1999 Information Technology – Database Languages – SQL – Part 5: Host Language Bindings (SQL/Bindings) w/Corrigendum 1:2000, Amendment 1:2001

ISO/IEC 9075-10:1999 Information Technology – Database Languages – SQL – Part 10: Object Language Bindings (SQL/OLB)

FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. 1-Sect. 2.5.3, page 16:

X3.135.10-1998: Information technology – Database languages – SQL – Part 10: Object

Language Bindings (SQL/OLB).

The ISO/IEC 9075-3 mandate does not preclude the use of Open Database Connectivity (ODBC) 3.0 or Java Database Connectivity (JDBC) extensions in situations where the capabilities supported by ISO/IEC 9075-3 cannot satisfy user-functional requirements.  Note that ISO/IEC 9075-3 is a subset of ODBC 3.0. SQL Multimedia (SQL/MM) is a set of extensions to the SQL3 specification and specifies packages of SQL Abstract Data Type (ADT) definitions using the facilities for ADT specification and invocation provided in the SQL3 specification.  The following standard is mandated for the management of multimedia:

ISO/IEC 13249-3-1999 Information Technology – Database languages – SQL Multimedia and Application Packages – Part 3: Spatial

The SQL - Remote Database Access (RDA) standard specifies a message format for remote communication of SQL database language statements (query and update) to a remote database.  The specification defines uses of the message fields and other implementation information including sequencing and how SQL statements map to the RDA protocol, a Transmission Control Protocol/Internet Protocol (TCP/IP)-compatible communications protocol, that enables a database client to gain access to database servers.  For systems incorporating SQL - RDA, the following standard is mandated:

ISO/IEC 9579:2000 Information Technology – Remote Database Access for SQL

The Object Database Management Group (ODMG) has published a standard for storing objects in a database that is consistent with the ODMG model.  For systems incorporating object-oriented databases, the following standard is mandated:

The Object Data Standard: ODMG 3.0, Edited by R.G.G. Cattell et al.  The Morgan Kaufmann Publishers, January 2000, ISBN 1-55860-647-5

2.1.1.2.5 Data Replication Services

Currently, the Global Command and Control System-Maritime (GCCS-M) use a commercial database application that provides its own data replication services.  The data replication industry has not developed a commercial standard that applies across all software replication applications.  Therefore, there are currently no mandated standards for this area.  Note:  Significant progress is being made in the Collaboration at Sea (CAS) domain, where replication services are being evaluated in order to determine standards for Fleet implementation.

2.1.1.2.6 Data Interchange Services

The data interchange services provide specialized support for the exchange of data and information between applications and the external environment.  These services include document, graphics data, geospatial data, still-imagery data, motion-imagery data, multimedia data, product data, atmospheric data, oceanographic data, and time-of-day data.
2.1.1.2.7 Document Interchange

The Standard Generalized Markup Language (SGML) format supports the production of documents intended for long-term storage and electronic dissemination for viewing in multiple formats.  SGML formalizes document mark-up, making the document independent of the production and/or publishing system. SGML is an architecture-independent and application independent language for managing document structures.  SGML is a meta-language, providing the rules for designing and applying a system of markup tags rather than the specific set of tags. 

For C4ISR components using SGML, the following standard is mandated:

ISO 8879: 1986, Information Processing – Text and Office Systems – Standard Generalized Markup Language (SGML) with Amendment 1, 1998, Corrigendum 1:1996, and Corrigendum 2:1999

The Hypertext Markup Language (HTML) is used for hypertext-formatted and navigational linked documents.  The Extensible Hypertext Markup Language (XHTML) provides next generation capabilities to HTML by allowing tags to be built into eXtensible Markup Language (XML) data streams that allow interpretation and display of XML data in a variety of applications.  For hypertext documents intended for Web interchange or made available via organizational intranets, the following standards are mandated:

HTML 4.01 Specification, W3C Recommendation, revised on 24 December 1999, REC-html4.1-19991224 

XHTML™ 1.0: Second Edition, The Extensible Hypertext Markup Language: A Reformulation of HTML 4.01 in XML 1.0, W3C Recommendation, 06 October 2000  
XML is a set of rules, guidelines, conventions (based on SGML) for designing text formats for data in a way that produces files that are easy to generate and read.  XML allows new capabilities to be defined and delivered dynamically.  C4ISR components implementing XML shall comply with the following standards:
XML 1.0 (Second Addition) W3C Recommendation, 6 October 2000. Reference: REC-xml-20001006, 

XML Schema Part 1: Structures, W3C Recommendation, 2 May 2001, www.w3.org/XML/Schema
XML Schema Part 2: Data types, W3C Recommendation, 2 May 2001, www.w3.org/TR/xmlschema-0/
Namespaces in XML, W3C Recommendation, 14 January 1999

Extensible Style sheet Language (XSL): Version 1.0, W3C CR, 21 November 2000

XSL Transformations, XSLT, Version 1.0, W3C Recommendation, 16 November 1999

XML Path Language, XPATH, Version 1.0, W3C Recommendation, 16 November 1999

Table 2‑1 Common Document Interchange Format

	Document Type
	Standard/Vendor Format
	Recommended File Name Extension
	References

	Plain text
	ASCII text format
	.txt
	ISO/IEC 646:1991 IRV

(Note 1)

	Compound documents
	Adobe PDF Format

HTML Format

MS Word Format

Rich Text Format

WordPerfect Format
	.pdf

.htm

.doc

.rtf

.wpd
	Vendor

W3C

Vendor

Vendor

Vendor

	Briefing – Graphic Presentation
	MS PowerPoint Format
	.ppt
	Vendor

	Spreadsheet
	MS Excel Format
	.xls
	Vendor

	Database
	DBase Format

MS Access Format
	.dbf

.mdb
	Vendor

Vendor

	Compression
	GZIP file format 

ZIP file format
	.gz

.zip
	RFC 1592

Vendor

	Computer Automated Design
	AutoCad format
	.dxf
	Vendor

	Notes: 

1. IRV is International Reference Version.


Resource Description Framework (RDF) Model and Syntax Specification defines a mechanism for describing resources that makes no assumptions about a particular application domain, nor defines (a priori) the semantics of any application domain. RDF uses XML for encoding its interchange syntax. RDF is a model for representing named properties (attributes of resources), property values, and relationships between properties.  An RDF model can resemble an entity relationship diagram or virtually any other information structure that can be depicted as a directed graph.  In addition, the RDF Schema specification provides a machine-understandable system for defining “schemas” for descriptive vocabularies like the Dublin Core, a set of 15 metadata elements believed to be broadly applicable to describing Web resources to enable their discovery.  C4ISR components implementing RDF shall comply with the following standards:

Resource Description Framework (RDF) Model and Syntax Specification, REC-rdf-syntax-19990222, W3C Recommendation, 22 February 1999 http://www.w3.org/TR/1999/REC-rdf-syntax-19990222
Resource Description Framework (RDF) Schema Specification, W3C Recommendation CR-rdf-schema-20000327, 27 March 2000

Table 2-1 identifies file formats for the interchange of common document types such as text documents, spreadsheets, and presentation graphics.  Individual vendors control some of these formats, but products from multiple companies support all of these formats.  In support of the standards mandated in this section, Table 2-1 identifies conventions for file name extensions, for documents of various types.  If an application, has a requirement for a given document type, the following file formats are mandated, but not the specific products mentioned.

All applications acquired or developed for the production of documents shall be capable of generating at least one of the formats listed in Table 2-1 for the appropriate document type.

The application shall, at a minimum, be capable of reading and printing all of the formats listed below for the appropriate document type.

2.1.1.2.8 Graphics Data Interchange

These services are supported by device-independent descriptions of the picture elements for vector and raster graphics.  The International Organization for Standardization (ISO) Joint Photographic Expert Group (JPEG) standard describes several alternative algorithms for the representation and compression of raster images, particularly for imagery.  JPEG images may be transferred using the JPEG File Interchange Format (JFIF).  Graphics Interchange Format (GIF) and JFIF are de facto standards for exchanging graphics and images over an intranet. GIF supports loss less compressed images with up to 256 colors and short animation segments.  Note that UNISYS owns a related patent, which requires a license for software that writes the GIF format.  Portable Network Graphics (PNG) is an extensible file format for the loss less, portable, well-compressed storage of a raster image.  Indexed-color, grayscale, and true color images are supported, plus an optional alpha channel for transparency.  The PNG specification was issued as a W3C Recommendation on 01 October 1996.  For the interchange of very large still-raster images that have no geospatial context and where a loss of decompression is acceptable, the following standard is mandated:

JPEG File Interchange Format, Version 1.02, September 1, 1992, C-Cubed Microsystems

For the interchange of other single raster images that have no geospatial context and where lossy compression is not acceptable, the following standard is mandated:

PNG (Portable Network Graphics) IETF RFC 2083, 1 October 1996 W3C Recommendation REC-png.html http://www.w3.org/TR/PNG 
For the lossless interchange of raster images that have no geospatial context and where none of the above cases apply, such as the exchange of still-images that can be viewed in sequence (also referred to as animation), the following standard is mandated:

Graphics Interchange Format (GIF), Version 89a, 31 July 1990, CompuServe Incorporated

2.1.1.2.9 Geospatial Data Interchange

Geospatial services are also referred to as Mapping, Charting, and Geodesy (MC&G) services.  Raster Product Format (RPF) defines a common format for the interchange of raster-formatted digital geospatial data among DoD Components.  Existing geospatial products that implement RPF include Compressed Arc Digitized Raster Graphics (CADRG), Controlled Image Base (CIB), and Digital Point Positioning Data Base (DPPDB).  For raster-based products, the following standard is mandated:
MIL-STD-2411, Raster Product Format, 6 October 1994; with Notices of Change, Notice 1, 17 January 1995 and Notice 2, 16 August 2001

Vector Product Format (VPF) defines a common format, structure, and organization for data objects in large geographic databases based on a geo-relational data model and intended for direct use.  Existing geospatial products that implement VPF include Vector Map (VMap) Levels 0-2, Urban Vector Map (UVMap), Digital Nautical Chart (DNC), Vector Product Interim Terrain Data (VITD), Digital Topographic Data (DTOP) and World Vector Shoreline Plus (WVS+).  For vector-based products, the following standard is mandated:

MIL-STD-2407, Interface Standard for Vector Product Format (VPF), 28 June 1996, w/Change Notice 1 26 October 1999

World Geodetic System (WGS) 84, a Conventional Terrestrial Reference System (CTRS), is mandated for representation of a reference frame, reference ellipsoid, fundamental constants, and an Earth Gravitational Model with related geoid.  Included in the Reference System are parameters for transferring to/from other geodetic datum methods.  The National Imagery and Mapping Agency (NIMA) Technical Report (TR) 8350.2, Third Edition DoD World Geodetic System 1984, Its Definition and Relationships with Local Geodetic Systems, 4 July 1997, defines the technical content of WGS 84.  WGS 84 will be used for all joint operations and is recommended for use in multinational and unilateral operations after coordination with allied commands. For systems generating maps, the following standard is mandated:

MIL-STD-2401, Department of Defense World Geodetic System (WGS) 84, 11 January 1994

FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. 1-Section 2.5.4.4.1, page 19:
MIL-STD-2401, Department of Defense Standard Practice, World Geodetic System (WGS), 11 January 1994, as implemented by NIMA TR 8350.2, Department of Defense World Geodetic System 1984: Its Definitions and Relationships with Local Geodetic Systems, Third Edition, 4 July 1997, as modified by Amendment 1, 3 January 2000.

Federal Information Processing Standard (FIPS) Publication (PUB) 10-4 provides a list of the basic geopolitical entities in the world, together with the principal administrative divisions that comprise each entity.  For applications involving the interchange of geospatial information requiring the use of country codes, the following standard is mandated:

FIPS PUB 10-4, Countries, Dependencies, Areas of Special Sovereignty, and Their Principal Administrative Divisions, April 1995 with change notices through Change Notice 7, 10 January 2002.  www.nima.mil 

Additional information on other geospatial services not identified in the mandated standards is available in NIMA 805-1A, NIMA GGI&S List of Products and Services, January 1997. 

2.1.1.2.10 Still-Imagery Data Interchange

The National Imagery Transmission Format Standard (NITFS) is a DoD and Federal Intelligence Community suite of standards for the exchange, storage, and transmission of digital-imagery products and image-related products. NITFS provides a package containing information about the image, the image itself, and optional overlay graphics.  The standard provides a “package” containing an image(s), sub-images, symbols, labels, and text as well as other information related to the image(s).  NITFS supports the dissemination of secondary digital imagery from overhead collection platforms.  Guidance on applying the suite of standards comprising NITFS can be found in MIL-HDBK-1300A.  In addition, the North Atlantic Treaty Organization (NATO) provides an imagery format that has been developed in conjunction with NITFS for the distribution of NATO secondary imagery.  The following standards are mandated for imagery product dissemination:

MIL-STD-2500B, National Imagery Transmission Format (Version 2.1) for the National Imagery Transmission Format Standard, 22 August 1997 with Notice 2, 1 March 2001. An additional document, titled “CHANGE SUMMARY NITF2.0 to NITF2.1,” 28 Jan 97, describes the changes and additions (including the Y2K fix) made to this standard.

MIL-STD-188-196, Bi-Level Image Compression for the National Imagery Transmission Format Standard, 18 June 1993 with Notice 1, 27 June 1996

MIL-STD-188-199, Vector Quantization Decompression for the National Imagery Transmission Format Standard, 27 June 1994 with Notice 1, 27 June 1996

ISO/IEC 8632:1999 Computer Graphics Metafile (CGM) for the Storage and Transfer of Picture Description Information, as profiled by MIL-STD-2301A, Computer Graphics Metafile (CGM) Implementation Standard for the National Imagery Transmission Format Standard, 5 June 1998

ISO/IEC 10918-1:1994, Joint Photographic Experts Group (JPEG) as profiled by MIL-STD-188-198A, Joint Photographic Experts Group (JPEG) Image Compression for the National Imagery Transmission Format Standard, 15 December 1993 with Notice 1, 12 October 1994 and Notice 2, 14 March 1997 (Although the NITFS uses the same ISO JPEG algorithm as mandated in Section 2.2.2.2.1.4.2, the NITFS file format is not interchangeable with the JFIF file format)

Compendium of Controlled Extensions (CE) for NITF, Version 2.1, 16 November 2000

STANAG 4545, NATO Secondary Imagery Format, Edition 1, 27 Nov 1998, with Amendment 1, 14 Apr 2000
FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. I-Section 2.5.4.5 page 20:

ISO/IEC 8632-4:1999, Information technology – Computer graphics – Metafile for the storage and transmission of picture description information – Part 4: Clear text encoding, as profiled by MIL-STD-2301A, Computer Graphics Metafile (CGM) Implementation Standard for the National Imagery Transmission Format Standard, 5 June 1998 with Notice 1, 1 March 2001.  ISO/IEC 15444-1:2001, Information technology – JPEG 2000 image coding system – Part 1: Core coding system, 20 December 2001, with Amendments 1 and 2, 29 January 2002. (Note that this standard is not compatible with ISO/IEC 10918-1:1994, JPEG.)

The Compendium of Controlled Extensions (CE) for the National Imagery Transmission Format (NITF), Version 2.1, 16 November 2000.

Communication protocols for the transmission of imagery over point-to-point tactical data links in high Bit Error Rate (BER), disadvantaged communications environments are specified in Section 3.7.4.3.

2.1.1.2.11 Motion-Imagery Data Interchange

Motion Imagery (MI) is defined as imaging sensors/systems that generate/process sequential or continuous streaming images at specified temporal rates (normally expressed as Frames Per Second [FPS]) within a common field of regard.  Motion Imagery defines temporal domains of 1 Hz or higher, and still imagery defines temporal domains of less than 1 Hz. FORCEnet video systems are divided into three categories:
· Video Imagery Systems that create, transmit, edit, store, archive or disseminate digital video for real-time, near real-time or for other end-user product distribution, usually in support of Intelligence, Surveillance, and Reconnaissance (ISR) activities.

· Video Teleconference (VTC) Systems that provide real-time visual interchange between remote locations, typically in support of meetings.  When video teleconference systems are used for the display of Video Imagery, the standards in the Video Imagery section apply.

· Video Support Systems that enable end-user applications associated with video-based training, news gathering, or other non critical functions that do not directly support the warfighter.  This includes traditional studio and field video productions not associated with DoD warfighter operations.
The Motion Imagery Standards Board (MISB) was established under DoD Directive 5105.60 (dated 11 October 1996) to formulate, review and recommend standards for motion imagery, associated metadata, audio and other related systems for use within the DoD and Intelligence Community.  This board has created and maintains the Motion Imagery Standards Profile (MISP).  The MISP serves as the master baseline standards document for all motion imagery and associated data. Chapter 2 of the MISP documents APPROVED Commercial Standards, Interoperability Profiles, Recommended Practices and Engineering Guidelines for DoD/IC implementations.  The following standard(s) is mandated:

Motion Imagery Standards Profile, Version 2.0, 29 November 2001, (Standards as profiled in Chapter 2) 

FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. I-Section 2.5.4.6, page 20:

Motion Imagery Standards Profile, Version 2.0, 29 November 2001.

ISO/IEC 11172-2:1993, Information technology – Coding of moving pictures and associated audio for digital storage media at up to about 1.5 Mbit/s – Part 2 Video, 1993. (MPEG-1)

ISO/IEC 13818-1:2000, Information technology – Generic coding of moving pictures and associated audio information – Part 1: Systems (MPEG-2).

ISO/IEC 13818-2:2000, Information technology – Generic coding of moving pictures and associated audio information – Part 2: Video (MPEG-2).
Digital Audio Digitization Schemes

Whether audio should be digitized at eight bits per sample or 16 bits per sample is an issue that depends upon whether audio quality requirements outweigh the need to minimize bandwidth consumption.  For plain speech, eight bits is more than adequate because it provides sufficient dynamic range for high quality listening.  However, eight-bit digitization may fail to provide sufficient dynamic range for wider bandwidth audio signals (i.e., signal-native, uncharacterized signal data).  Without adequate dynamic range, the reconstructed data may not be adequate for exploitation.  C4ISR components shall comply with the following digitization techniques. 
For speech signals-of-interest, minimum 8 bit digitization shall be used

For non-speech signals-of-interest, minimum 16 bit digitization shall be used

FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. 1-Section 2.5.4.6.3 page 22:

ISO/IEC 11172-3:1993, Information technology – Coding of moving pictures and associated audio for digital storage media at up to about 1.5 Mbit/s – Part 3 (Audio Layer-3 only); with Technical Corrigendum 1:1996.

2.1.1.2.12 Digital Audio Compression Schemes

Digital audio compression schemes are required to convert analog audio (speech) signals into digital audio data for sharing, follow-on processing, distribution, archiving, and retrieval.  To promote effective audio data sharing between intelligence systems in the FORCEnet domain, and between C4ISR components and National or Tactical Intelligence Systems, the following compression techniques are mandated.  C4ISR components sharing "speech" data shall comply with:

ITU CCITT G.711, Pulse Code Modulation (PCM) of Voice Frequencies, Version (B), 1988 (8-bit -law or A-law)

FORCEnet systems components sharing "non-speech" data shall comply with:

Linear (Raw) PCM, 16-bit, Two’s Complement

2.2 Data Formats

Standard data formats are critical to sharing and exploiting unprocessed or semi-processed cryptologic intelligence data between FORCEnet TV-compliant sensors and ground/surface stations. Moreover, standard data formats are a key to enhanced national and tactical integration efforts under the UCA concepts.  The CSDF manual prescribes overall format guidance for collected signals and associated Signal Related Information (SRI).

The CSDF manual, promulgated by USSID 126, provides specifications for data formats that facilitate the exchange of collected signals data and SRI between processing subsystems.  The formats prescribe rigid record and field-format requirements that enable networked computer systems to share data.

2.2.1 Signal and Signal Related Information

Data formats of Signal and SRI reports shall comply with the following:
USSID 126

The Collected Signals Data Format Manual
Note:  Maritime system developers are encouraged to explore the use of Cryptologic Common Data Format (CCDF), currently an emerging metadata standard, for exchanging USSID 126 data.   The following supplemental government documents provide CSDF implementation references:
Voice Processing Systems Data Element Dictionary, 13 Mar 1997

Facsimile Data Element Dictionary (DRAFT), 13 Mar 1997

Voice Transfer Control Protocol, Version 1, 3 Feb 1994

2.2.1.1 Digitized Pre-detected Intermediate Frequency Data

These data formats will be addressed in a later version of the FORCEnet TV.
2.2.1.2 System Fratricide Mitigation Conventions

Information Warfare-Exploit (IW-E) (FORCEnet systems) may be installed in the same platform or operate within the propagation range of Information Warfare-Attack (IW-A) equipment.  Coordinated mission, operations and RF spectrum management are necessary to ensure these systems operate in a complementary fashion.  Details concerning the mechanism desired to execute this coordination have not yet been examined.  Until these fratricide mitigation conventions have been developed, the SIGINT/EA/Planning Coordination Message (SIEPCM) message text format, and/or USMTF messages may be used for SIGINT-IO de-confliction.

2.2.1.3 Data Interchange Storage Media

MIL-HDBK-9660B, 01 September 1997, provides guidance in the use of Compact Disc-Read Only Memory (CD-ROM) technology.  In cases where CD-ROM/CD-RW media is used, the following file system format is mandated:
ISO 9660:1988, Information processing – Volume and file structure of CD-ROM for information interchange

Additional standards used for the exchange of multimedia data can be found in Section 2.4.6.2.7.

2.2.1.4 Atmospheric and Oceanographic Data Interchange

The following formats are established by the World Meteorological Organization (WMO) Commission for Basic Systems (CBS) for atmospheric and oceanographic data.  The WMO Format for the Storage of Weather Product Information and the Exchange of Weather Product Messages in Gridded Binary (GRIB) Form was developed for the transfer of gridded data fields, including spectral model coefficients, and of satellite images.  A GRIB record (message) contains values at grid points of an array, or a set of spectral coefficients, for a parameter at a single level or layer as a continuous bit stream.  It is an efficient vehicle for transmitting large volumes of gridded data to automated centers over high-speed telecommunication lines using modern protocols.  It can serve as a data storage format. While GRIB can use predefined grids, provisions have been made for a grid to be defined within the message.  The following standard is mandated:

FM 92-X Ext. GRIB WMO No. 306, Manual on Codes, International Codes, Volume 1.2 (Annex II to WMO Technical Regulations) Parts B and C, 1998 Edition, Supplement No. 3 (VIII.1991) ISBN # 92-63-14306-4

The WMO Binary Universal Format for Representation (BUFR) is used for interchange of atmospheric and oceanographic data. Besides being used for the transfer of data, BUFR is used as an online storage format and as a data-archiving format.  A BUFR record (message) containing observational data of any sort also contains a complete description of what those data are: the description includes identifying the parameter in question (height, temperature, pressure, latitude, date, and time); the units (any decimal scaling that may have been employed to change the precision from that of the original units); data compression that may have been applied for efficiency; and the number of binary bits used to contain the numeric value of the observation. BUFR is a purely binary or bit-oriented form.  The following standard is mandated:

FM 94-X Ext. BUFR WMO No. 306, Manual on Codes, International Codes, Volume 1.2 (Annex II to WMO Technical Regulations) Parts B and C, 1998 Edition, Supplement No. 3 (VIII.1991) ISBN # 92-63-14306-4

2.2.1.5 Time-of-Day Data Interchange

Coordinated Universal Time (UTC), traceable to UTC U.S. Naval Observatory (USNO) maintained by the USNO, shall be used for time-of-day information exchanged among DoD systems.  Time-of-day information is exchanged for numerous purposes including time-stamping events, determining order, and synchronizing clocks.  Traceability to UTC (USNO) may be achieved by various means, depending on system-specific accuracy requirements.  These means may range from a direct reference via a GPS time code receiver to a manual interface involving an operator, wristwatch, and telephone-based time service. The UTC definition contained in the following standard, traceable to UTC (USNO), is mandated:

ITU-R Recommendation TF.460-5, Standard-frequency and Time-signal Emissions, International Telecommunications Union, October 199; ITU-R-TF,1010-1Systms where Relativistics Effects Matter (Oct 1997) 

Note:   The Global Positioning System (GPS) provides time-of-day information traceable to UTC (USNO).  Also, note that leap seconds are inserted or deleted when necessary in UTC to keep the time-of-day system synchronized with the Earth’s rotation.  See Paragraph 2.4.4.1 for a GPS discussion, required standards and guidelines.

2.2.1.6 Dissemination Reports

C4ISR components disseminating formatted reports shall comply with the following directives (all USSID documents may be obtained at the following classified web sites – NSAnet at https://www.p021.do.nsa/ussid/ or on Interlink at http://doserve.mall.nsa.ic.gov/producer/ussid/):

USSID 126

USSID 205

USSID 300

USSID 301

USSID 341 

USSID 350

USSID 351

USSID 369

USSID 504

MIL-STD-6016A, Tactical Digital Information Link (TADIL) J Message Standard, 30 April 1999

STANAG 5516, Edition 1, Tactical Data Exchange – LINK 16, Ratified 15 January 1997

Variable Message Format (VMF) Technical Interface Design Plan (Test Edition) Reissue 3, June 1998

MIL-STD-6040, United States Message Text Format (USMTF) Program, 19 September 2000

IEWCOMCAT (Specifications contained in the “Intelligence and Electronic Warfare Character-Oriented Message Catalog.”)

FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. 1-Section 4.8.1.1, page58:

4.8.1.1(a) Mandated. The following standards are mandated for bit-oriented formatted messages:

MIL-STD-6016B, Tactical Digital Information Link (TADIL) J Message Standard,

1 August 2002. [SUNSET] This standard will be deleted with the delivery of efficient

XML-based message services from GES.

In a NATO environment, the following standard is mandated:

STANAG 5516, Edition 2, Tactical Data Exchange – LINK 16, Ratified 10 November 1998.

[SUNSET] This standard will be deleted with the delivery of efficient XML-based message

services from GES.

2.2.1.6.1 Binary Floating-Data Interchange

The following standard defines formats and functional requirements for processing binary floating-point numbers, including infinities and Not-a-Number values.  Where not addressed by another standard within FORCEnet TV (e.g., TADIL J), the basic single and double formats are defined in the following mandated standard for transferring binary floating-point data:

ANSI/IEEE 754-1985, IEEE standard for Binary Floating-Point Arithmetic, March 21, 1985

2.2.1.7 Graphic Services

These services support the creation and manipulation of graphics.  The following standards are mandated for non-COTS graphics development:

ANSI/ISO/IEC 9636-1,2,3,4,5,6:1991 (R1997), Information Technology Computer Graphics Interfacing (CGI) Techniques for Dialogue with Graphics Devices

The OpenGL Graphics System: A Specification (Version 1.2.1) 01 April 1999 (for three-dimensional graphics)

2.2.1.8 Communications Services

These services support the distributed applications that require data access and applications interoperability in networked environments. 

2.2.1.9 Operating System Services

These core services are necessary to operate and administer a computer platform and to support the operation of application software.  They include kernel operations, shell, and utilities.  The operating system controls access to information and the underlying hardware.  These services shall be accessed by applications through either the standard POSIX or Win32 APIs.

When requiring real-time operating systems, the IEEE 1003.13:1998 Standardized Application Environment Profile – POSIX Real-time Application Support standard should be considered for use.  It has been designed to satisfy a wide range of real-time system requirements based upon the application platform’s size and function.  It identifies four real-time application environment profiles based on the ISO/IEC 9945-1 series of standards including:  Minimal Real-time System Profile (PSE51), Real-time Controller System Profile (PSE52), Dedicated Real-time System Profile (PSE53), and Multi-Purpose Real-time System Profile (PSE54).

Not all operating system services are required to be implemented, but those that are used shall comply with the standards listed below.  The following standards are mandated for use with POSIX-compliant operating systems running (or intended to run) POSIX-compliant applications:
Note:  References to “C language” and “Ada language” are part of the formal titles of some standards in this section, denoting the language used to define the standard.

 ISO/IEC 9945-1:1996, Information Technology – Portable Operating System Interface (POSIX) – Part 1: System Application Program Interface (API) [C language] (Mandated Services)

ISO/IEC 9945-1:1996:(Real-time Extensions) to ISO/IEC 9945-1:1996, Information Technology – Portable Operating System Interface (POSIX) – Part 1: System Application Program Interface (API) [C language] (Real-time Optional Services)

ISO/IEC 9945-1:1996:(Thread Extensions) to ISO/IEC 9945-1:1996, Information Technology – Portable Operating System Interface (POSIX) – Part 1: System Application Program Interface (API) [C language] (Thread Optional Services)

ISO/IEC 9945-2:1993, Information Technology Portable Operating System Interface (POSIX) – Part 2: Shell and Utilities

IEEE 1003.2d:1994, POSIX – Part 2: Shell and Utilities – Amendment: Batch Environment

ISO/IEC 14519:1999, Information Technology – POSIX Ada Language Interfaces –Binding for System Application Program Interface (API) – Real-time Extensions (Incorporates IEEE 1003.5b:1996 and IEEE 1003.5g:1999)

IEEE 1003.13-1998: IEEE Standard for Information Technology – Standardization Applications Environment Profile – POSIX Real-time Application Support

FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. 1-Section 2.5.7, page 26 re: Linux:

The LSB specification consists of a single common specification and architecture-specific specifications. The complete specification for a platform consists of the common specification plus one of the architecture specifications. The following standard is mandated for use in all systems running (or intended to run) Linux-based applications:

Linux Standard Base Specification 1.2, Free Standards Group, 2002.

The following additional standards are mandated for use in systems running (or intended to run) Linux-based applications on the platforms specified:

Linux Standard Base Specification for the IA32 Architecture 1.2, Free Standards Group, 2002.
Linux Standard Base Specification for the PPC32 Architecture 1.2, Free Standards Group, 2002.
The following standard is mandated for use with operating systems running (or intended to run) Win32 applications.

Win32 APIs, Window Management and Graphics Device Interface, specified in the Microsoft Platform SDK

2.2.1.10 Internationalization Services

The internationalization services provide a set of services and interfaces that allow a user to define, select and change between different culturally related application environments supported by the particular implementation.  These services include character sets, data representation, cultural convention and native-language support.  In order to interchange text information between systems, it is fundamental that systems agree on the character representation of textual data.  The following character set coding standards that build upon the ASCII character set, are mandated for the interchange of 8-bit and 16-bit textual information, respectively.

ISO/IEC 8859-1:1998 and ISO/IEC 10646-1:2000

2.2.1.11 System Management Services

These services provide capabilities to manage an operating platform and its resources and users. System management services include configuration management, network management, fault management and performance management.  Network and Systems Management standards are defined in Section 2.7.3.10.
2.2.1.12  Distributed-Computing Services

These services allow various tasks, operations and information transfers to occur on multiple physically or logically dispersed computer platforms.  These services include, but are not limited to: global time; data, file and name services; thread services; and remote-process services.  There are two categories of Distributed-Computing Services:  Remote-Procedure Computing (RPC) and Distributed-Object Computing.

2.2.1.12.1 Remote-Procedure Computing (RPC)

The mandated standards for RPC are identified in the Open Group Distributed Computing Environment (DCE) Version 1.1.  For maritime systems using RPC, the following standards are mandated:

C310, Xopen DCE: Time Services, X/Open CAE Specification, November 1994, with Corrigendum U017, October 1996

C705, DCE 1.1: Authentication and Security Services, Open Group CAE Specification, August 2001

C706, DCE 1.1: Remote Procedure Call, Open Group CAE Specification, August 2001

OSF-DCE (Open Software Foundation-Distributed Computing Environment) Version 1.2.2, November 1997

When used in conjunction with the POSIX Threads Extensions, the recommendations of the Open Group’s Single UNIX Specification Version 2 – 6 Volume Set for UNIX 98 are expected to integrate the DCE thread model with the POSIX thread model.

2.2.1.12.2 Distributed-Object Computing

The mandate for distributed-object computing is the Object Management Group (OMG) Object Management Architecture (OMA), composed of the Common Object Request Broker Architecture (CORBA), CORBA services and CORBA facilities.  The CORBA specification defines the interfaces and services for Object Request Brokers (ORBs), including an Interface Definition Language (IDL) and the Internet Inter-ORB Protocol (IIOP).  CORBA services define interfaces and semantics for services required to support distributed objects, such as naming, security, transactions and events.  CORBA facilities define interfaces and semantics for services required to support functions such as compound document manipulation.  Interworking is the exchange of meaningful information between computing elements (semantic integration).

Application-Level Interworking, for CORBA, results in CORBA clients interacting with non- CORBA servers and non-CORBA clients interacting with CORBA servers.  For Object Linking and Embedding/Common Object Model (OLE/COM), Application-Level Interworking results in OLE/COM clients interacting with non-OLE/COM servers and non-OLE/COM clients interacting with OLE/COM servers.

The CORBA interoperability mandate does not preclude the use of other distributed-object technologies, such as ActiveX/DCOM or Java, as long as the capability for interworking with CORBA applications and objects is maintained by the non-CORBA system.  Products are available that allow interworking among distributed-object techniques.  Interworking with the following specification is mandated:

OMG document formal/99-10-07, Common Object Request Broker:  Architecture and Specification, Version 2.3.1, October 1999

When a CORBA ORB is used, and a corresponding functionality to the services listed is used, the following specifications are mandated:

OMG document formal/2000-06-19, Naming Service Specification, version 1.0

OMG document formal/2000-06-15, Event Service Specification, version 1.0

OMG document formal/2000-06-28, Transaction Service Specification, version 1.1

OMG document formal/2000-06-26, Time Service Specification, version 1.0

OMG document formal/2000-06-27, Trading Object Service Specification, version 1.0

OMG document orbos/99-02-12, Joint Revised Real-Time CORBA submission

OMG document orbos/99-03-29, Errata for the Real-Time CORBA Joint/revised submission orbos/99-02-12)
For DCE users that need to inter-work with CORBA, the following standard is mandated:

OMG document orbos/98-06-01, CORBAservices DCE/CORBA Interworking Service

For COM users that need to inter-work with CORBA, the following standards are mandated:

OMG document orbos/97-09-06, COM/CORBA Part B, Inter-working, November 19, 1997

OMG document orbos/97-09-07, COM/CORBA Part A RTF Report, Revision November 19, 1997
2.3 Sensor Systems Interface Standards

The FORCEnet ISR capability is critically dependent on the ability to provide pervasive and persistent surveillance to characterize the battlespace and detect activities of potential adversaries.    The interfaces must be “up, down and across” so that we have sensor to network, network to sensor, and sensor-to-sensor connectivity supporting needed cueing and optimized sensor tasking.  It is necessary to integrate a diverse set of sensors into a networked grid with the goal of standardizing the tasking and status of sensors, collection and the routing of data.  The design of sensor systems can include combinations of the following:

1. Sensor platforms, 

2. Individual/arrays of sensor payloads, 

3. Onboard sensor data processors (integral to the platform or the sensor), 

4. Off-board sensor data processors, 

5. Down links to off-board sensor processors (raw data), 

6. Down links of processed data from onboard sensor processors, 

7. Onboard exploitation capability, 

8. Down links of exploited information, 

9. Off board exploitation capability, 

10. Onboard dissemination capability, and 

11. Off-board dissemination capability.

Standardizing the sensor interface depends on where the source of data is interfaced with FORCEnet.  Some sensors are integral to FORCEnet, while others, such as National Technical Means (NTM), will be indirect.  

Standards for the following capabilities need to be identified or developed as part of the interface requirements.

1. Establishment of a dynamic, distributed, networked sensor grid

2. Management of the sensor grid

3. Common sensor/platform status reporting

4. Common tasking mechanism by controller(s), other sensor(s)

5. Onboard Processing 

6. Reporting formats

2.3.1 Space

2.3.2 Air

2.3.3 Surface

2.3.4 Subsurface

2.3.5 Land

2.3.6 Cyberspace

FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. 1-Section C4ISR5.1.1.1, page 78

C4ISR.5.1.1.1 Unattended MASINT Sensor Communication Standards

Unattended Measurement and Signature Intelligence (MASINT) Sensors (UMSs) are small, autonomously powered, disposable systems that can be deployed by airborne platforms or ground personnel. UMS can contain one or more types of sensors (seismic, acoustic, IR, magnetic, chemical, or radiological) that transmit alarm messages or data when triggered by enemy activity. The Security Equipment Integration Working Group (SEIWG)-005 standard specifies the frequencies, data formats, and protocols for this class of sensors in order to relay the data back, via communication links and data relays, to a common exploitation station.

C4ISR.5.1.1.1(a) Mandated. The following standard is mandated for use in UMS systems:

SEIWG-005, Interface Specification, Radio Frequency Transmission Interfaces for DoD

Physical Security Systems, 15 December 1981.
C4ISR.5.1.2 Network Standards

The Program Management Office for Night Vision/Reconnaissance and Target Acquisition (PM NV/RSTA) has developed the Sensor Link Protocol (SLP) for use as a common local network interface between RSTA sensor systems and a host computer system.

 C4ISR.5.1.2(a) Mandated. There are no mandated standards in this area.
C4ISR.5.2 Payload-Platform Interface

The interface standards identified in this section address interoperability requirements for the integration of a C4ISR payload (e.g., sensor package, communications relay) into a manned or C4ISR: Command, Control, Communications, Computers, Intelligence, Surveillance, and Reconnaissance Domain Vol. I–79 unmanned aerospace platform. It is recognized that vehicle interface characteristics are often driven by the requirements of legacy technologies or other onboard systems. In these cases, the JTA rule set described in 1.9 of the JTA Core, and as interpreted by individual Service/Agency JTA Implementation Plans, should be used to determine mandate applicability. It should be noted that the standards in this section apply to the platform only to the extent to which they directly affect the interoperability of onboard C4ISR systems. At the present time, these standards apply only to airborne reconnaissance systems.

C4ISR.5.2.1 Internal Communications

Internal communications provide information transfer capabilities between the platform and the onboard C4ISR systems, subsystems, and components. This section identifies the standards necessary to facilitate interoperability within and between these entities.

C4ISR.5.2.1.1 Fibre Channel

Fibre Channel is an efficient, high-speed, serial data communication technology for use in many environments including near-real-time high-speed data transfer, and local/campus networking environments. The Fibre Channel Physical and Signaling standards pertain to the first three layers of the Fibre Channel stack (FC0, FC1, and FC2). FC0 addresses the physical media, FC1 discusses the data-encoding scheme, and FC2 addresses the framing protocol and flow control. The media chosen for Fibre Channel can accommodate speeds of 133, 266, and 531 Mbps and 1.06, 2.12, and 4.25 Gbps.

C4ISR.5.2.1.1(a) Mandated. The following standard is mandated for network communications internal to airborne reconnaissance platforms where Fibre Channel is used:

 ANSI X3.230-1994/AM 2-1996, Information Technology – Fibre Channel – Physical and Signaling Interface (FC-PH), with amendments, 24 May 1999.

C4ISR.5.2.1.2 FireWire

FireWire describes a serial bus that provides the same services as modern IEEE-standard parallel buses.

It has a 64-bit address space, control registers, and a read/write/lock operations set that conforms to

ISO/IEC 13213:1994 Information technology – Microprocessor systems – Control and Status Registers

(CSR) Architecture for microcomputer buses.

C4ISR.5.2.1.2(a) Mandated. The following standard is mandated for serial bus communications

internal to airborne reconnaissance platforms where FireWire is used:

IEEE 1394:1995, IEEE Standard for a High Performance Serial Bus, December 1995.

C4ISR.5.2.2 Vehicle/Sensor Telemetry

Commands to various Signal Intelligence (SIGINT), Imagery Intelligence (IMINT), and MASINT front-end equipment flow through airborne telemetry systems to onboard LANs. Sensor commands and acknowledgments may include position changes, mode changes, fault isolation commands, and others. Inter-Range Instrumentation Group (IRIG) Standard 106-01 is the primary telemetry standard used throughout the world by both government and industry. IRIG Standard 106-01 covers all aspects of frequency division multiplexing and pulse code modulation (PCM) telemetry, including transmitters, receivers, and tape recorders. This is one of many comprehensive standards prepared by the Telemetry Group of the Range Commanders Council (RCC) to foster the compatibility of telemetry transmitting, receiving, and signal processing equipment at member ranges.

C4ISR.5.2.2(a) Mandated. The following chapters of the IRIG Telemetry standard are mandated for airborne reconnaissance systems: 

IRIG 106-01, Part 1, Telemetry Standards, February 2001: Chapter 4, Pulse Code Modulation Standard, and Chapter 8, MIL-STD-1553 Acquisition Formatting Standard.
C4ISR.6.2 Sensor Link Protocol (SLP) Message Set

SLP was developed for use as a common interface between electro-optical sensor systems and a diverse set of host computer systems. SLP allows implementers the flexibility to select from a number of open protocol standards (e.g., RS-232/485, FireWire or Universal Serial Bus (USB)) by decoupling the message set from the underlying protocol. The SLP message set can be used to implement a common digital data exchange mechanism that offers full remote operation and control of sensors by a host computing device in both a point-to-point and networked environment.

C4ISR.6.2(a) Mandated. There are no mandated standards in this area.
2.4 Precision Navigation and Time (PNT)

2.4.1 Technical Architecture Profile - Technical View (TV-1)
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Figure 2‑1 PNT Technical Architecture View (TV-1)

The time reference, UTC (USNO), is generated at USNO is a “realization of UTC” by a physical signal (needed for military real-time operations).  UTC (the international time) is determined at the Bureau des Poids et Mesures (BIPM) after the fact and lags by some six weeks.  Final determination is a combination of International Atomic Time (TAI) and solar time UT1.  UTC is adjusted for Earth rotation by the International Earth Rotation Service (IERS), when they decide to insert leap seconds.  Clock data between the groups contributing to the BIPM are measured primarily by Common View Time Transfer, Two-way Satellite Time Transfer (TWTT) and by common view Carrier Phase GPS signal frequency transfer, denoted CV-GPS, TWSTT and CP-GPS respectively on the SV-1 chart.  
For spatial reference GPS uses Earth orientation data from USNO to determine and predict the precise positions of the GPS satellites.  GPS satellite position transmitted to the users is precisely located in the WGS-84 reference system, which is closely aligned to the civil and scientific International Terrestrial Reference Frame (ITRF).  Establishing GPS satellite positions precisely in WGS-84 establishes the spatial reference for real-time positioning in that Global System.  Pole position, local vertical data and UT1 are used by inertial systems.  Precise surveying and geophysical data are used for maps, charts, bathymetry and bottom mapping (used for electronic charting) by NIMA.  NIMA also calculates, using data from the Air Force stations and their own network of stations, the reference orbits used at the GPS Master Control Station. 

UTC (USNO) is disseminated to timing centers and users through GPS, Two Way Satellite Time Transfer (TWSTT) and by LORAN-C.  The latter is linked to USNO through GPS.  GPS Time (GPST) the system time for navigation is corrected to UTC (USNO) through parameters computed at USNO and transmitted to the MCS for use in the satellites’ navigation messages.  A reference frequency signal from UTC (USNO) is input into the Schriever Monitor Station (MS) by the Alternate Master Clock (AMC) detachment, both of which are co-located at the GPS MCS.  

Other Navigation Systems, radar and other sensors are referenced to their charts, maps and databases produced by NIMA in WGS-84.  Celestial based positioning is computed in the reference system determined by the sight tables and almanacs.  

The interfaces between GPS and its users are controlled by a set of Interface Control Documents such as ICD-GPS-200C and 203C.  Other applicable standards are: GPS User ICDs and PPS User ICDs, Inertial Navigation Systems interface documents, and Navigation Sensor Systems Interface (NAVSSI) documents, and Electronic Chart Display Information System – Navy.

PNT data are distributed to users via point-to-point and Local Area Network connections, Figure 2‑1.  NTDS, RS-232, RS-422, etc, are being used for point-to-point interface and Internet Protocol is being used for LAN interface.

2.4.2 PNT Standards and References

PNT enables interoperability as the element to insure the rapid interchange of critical data and information between systems and units accurately referred to global spatial and temporal references, see Figure 2‑1 above.  The basic references frames are for spatial positioning and navigation and temporal measurements of epoch and time interval.  

2.4.2.1 Spatial Reference Standards 

The absolute global reference frame for operating forces is the World Geodetic System 84 EGM 96 Geoid (WGS-84), determined and maintained by NIMA (MIL-STD 2401 & NIMA Technical Report TR 8350.2 Amendment 1, 3 Jan 2000).  This reference is used for the determination of position and navigation (charts and map reference) as well as a basis for transformation into other necessary reference frames for common information and data exchange.

2.4.2.2 Battle Groups and Theater Area Forces

Combined and Joint Operations in local theater areas will be conducted in an approved local datum, or Military Grid Reference System (MGRS) referenced to WGS-84.  Transformation between systems and special mapping arrangements are provided by NIMA.

2.4.2.3  Warfighting Unit, System and Sensor Subsystem

An individual Warfighting Unit (ship, aircraft or ground vehicle) has a designated body-centric spatial reference point, for example, the center of gravity).  This point serves as the reference for the unit and onboard sensors, systems and antenna centers.  Spatial references are given in the SI system with derived un-certainties that apply to transformation relationships to WGS-84 or body-centric sensor measurements.   

Unit mounted and integrated systems and sensors designate reference points (typically phase centers for antennas systems) in the body-centric reference frame in SI units.  Transformations to absolute and approved local datum reference frames consider uncertainties in the transformation to the unit body-centric frame reference frame.  

Precise position estimates and associated uncertainties should be annotated as to which reference frame the values are given.  The uncertainties that arise due to the reference frame used (including translating between reference frames) directly contribute to interoperability or lack thereof.  Evaluating and analyzing these position errors identifies areas for improvement that will strengthen mission capabilities and enhance warfighter effectiveness.

2.4.3 Temporal Reference Standards

The Common Temporal Reference is Coordinated Universal Time (UTC) as maintained by the U.S. Naval Observatory, denoted UTC (USNO).  USNO is a major contributor to the internationally coordinated time scale UTC, which is determined after the fact by the BIPM from time comparison data collected from contributing national timing centers worldwide.  The designation UTC (xyz) is a standard nomenclature prescribed by the ITU-R denoting the timing center that maintains a physical realization (clock output) of UTC in real time.  UTC has replaced the designation Greenwich Mean Time (GMT), but time zones and their designations remain, hence “Zulu Time” is still an acceptable term.  (See ITU-R Recommendations and ISO for use).  

Timekeeping devices and clocks do not intrinsically possess the capability of determining UTC time independently.  Time (Solar or Atomic) is not directly observable with one clock and must be determined by comparison to the timescale being referenced.  This comparison "sets" the clock on time.  Consequently, precise comparison systems must be used for continuous comparison or at regular intervals to maintain a timekeeping system “on time”.  The comparison interval is dependent upon the nature of the timekeeping system and the clocks used.  GPS is currently the primary time comparison system because of its availability.  Time transfer is the common means of comparison and correction of a remote clock to the reference timekeeping system.  The remote clock is then the means of “keeping time” or comparing other systems to the reference time.  To provide accurate comparison, all delays and errors in the comparison or time distribution subsystem between the reference and remote time keeping system must be either precisely known for correction of the resultant comparison data, or the uncertainty added to the clock comparison or time transfer accuracy estimate.

FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. Section 2.5.4.9, page 25:  The standard below is specifically called out in JTA.

ITU-R TF.460-5, Standard-frequency and time-signal emissions, 1997.

In those systems where relativistic effects matter, the following standard is mandated:

ITU-R TF.1010-1, Relativistic effects in a coordinate time system in the vicinity of the Earth,

October 1997.
2.4.3.1 Battle Group and Unit

All battle groups and units operating in joint or combined force operations will continuously maintain UTC (USNO) as the Common Time Reference (CTR) for data exchange and interoperability between units and systems.  Local timekeeping systems continuously maintaining the CTR can be used to compare and correct other local unit time standards or time keeping system(s).  (Local Time - UTC (USNO)) represents the Common Time Error for that unit (A Performance Metric).  

2.4.3.2 Unit, System and Sensor

An individual unit's Local Time standard, timekeeping system, or clocks are used to maintain unit time and used as a reference for correction of other unit or system clocks.  Military systems must maintain UTC (USNO) as their CTR.  If a local time standard is used to produce a Relative System Time for individual internal system use, such as a reference for coherent sensor operations, secure communications, and precise relative sensor measurements, comparison to the CTR must be made at regular intervals, or preferably on a continuous schedule, so that the stability of the Relative System Time may be determined.  Stability and perturbing characteristics must be determined for accurate measurements in Relative System Time and time tagged data in Common Time should be precise to the nanosecond level for distributed data fusion.  The difference between Relative System Time and Common Time:  UTC(USNO) will be directly traceable to the Master Clock at the USNO and is the measure of Time Accuracy.  Representations of time error are incomplete unless the time reference used, the precision of the measurements, and the accuracy of the reference time used for the comparison are indicated.  As with WGS-84 and position errors, evaluating the difference between unit time and the CTR as maintained by USNO facilitates corrected operational data to increase interoperability and mission effectiveness.  

2.4.4 PNT Errors and Expressions Derivation

2.4.4.1 GPS-Global Positioning System

GPS is the primary PNT system used by the operating forces; therefore, analyzing the difference between local spatial and temporal references compared to the GPS solutions leads to expressions for the errors and the definition of an error budget.  The associated errors of GPS's PNT capabilities are derived from the methods used to solve for GPS real-time position in the passive mode.  User equipment and instrumentation varies but basically they receive at least four satellites signals simultaneously for pseudorange measurements.

2.4.4.2 GPS Receiver Time Outputtc "TIME MEASUREMENT " \l 2
The difference between the receiver clock and GPST, 
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, determined above is the receiver determined internal difference to its local clock.  For output it must be corrected by the receiver calibration factor that accounts for internal and external processing delays, and a calibration term for the specific receiver installation accounting for the propagation delay through the antenna and cabling to the receiver.  GPST determined in this process must also be corrected to UTC (USNO) by the correction terms broadcast by the satellites in their Navigation Message.  The process for determin​ing and pro​vid​ing these correction terms to GPST in the Navigation Message is contained in ICD-GPS-202.
The GPST values are corrected with the parameters in the navigation message to UTC (USNO) as described in ICD-GPS-200, Space Segment / Navigation Users Interfaces.  

2.4.5 References

2000 CJCS Master Positioning, Navigation and Timing Plan, CJCSI 6130.01B of 15 June 2000.  

CJCS Instruction 3900.01A, "Position Reference Procedures"

CJCS Instruction 3901.01A, “Geospatial Information and Services”

CJCS Instruction 3110.08B, “Geospatial Information and Services Supplemental Instruction to Joint Capabilities Plan FY1998”

2.4.5.1 Common Spatial Reference

· NIMA Technical Report 8350.2 "Department of Defense World Geodetic System 1984: Its Definition and Relationships With Local Geodetic Systems,", Third Edition, Amendment 1 3 January 2000.  

· MIL-STD-2401 Department of Defense World Geodetic System (WGS) 11 January 1994

· DMA Technical Manual 8358.1, "Datums, Ellipsoids, Grids and Grid Reference Systems"

· DMA Technical Manual 8358.2, "The Universal Grids: Universal Transverse Mercator (UTM) and Universal Polar Stereographic (UPS)."

· DMA Technical Report 8400.1, "Error Theory as Applied to Mapping, Charting, and Geodesy," is a 1991 remake of the classic "User’s Guide to Understanding Chart and Geodetic Accuracies" (ACIC Reference Publication 28) written for cartographers in 1971

· MIL-STD-600001, "Mapping, Charting & Geodetic Accuracy."

2.4.5.2 Common Temporal Reference

· NATO Military Operational Requirement for the Provision of Precise Time MMC-SFM-081-93, 28 July 1993  

· ICD-GPS-200 NAVSTAR Global Positioning System (GPS) Space Segment /Navigation User Interfaces (Public Release Version), Rev B-PR, ARINC Research Corporation, 11770 Warner Ave, Suite 210, Fountain Valley, CA 92708, 3 July 1991.  

· ICD-GPS-202, NAVSTAR Global Positioning System (GPS) Control Segment/U.S. Naval Observatory Time Transfer Interfaces, 21 November 1984 (Proposed edition)

· ICD-GPS-060, NAVSTAR Global Positioning System (GPS) Interface Control Document, Precise Time and Time Interval Interfaces, Rev. B, 1986  

· U. S. Department of Defense, Military Standard, MIL-STD-188-115, Interoperability and Performance Standards for Communications Timing and Synchronization Subsystems, 17 December 1998.  

· U.S. Department of Defense, Military Standard, DOD-STD-1399 (Navy), Section 441, Interface Standard for Shipboard Systems, Precise Time and Time Interval (PTTI), 1 June 1982  

· STANAG 4430, Precise Time and Frequency Interface for Military Electronic Systems

· ITU-R Recommendation TF.460-5, "Standard Frequency and Time-Signal Emissions", 1997  

· "Performance Specification For Time Frequency Distribution System", TFDS-PERFSPEC-01-U-R0C0, N66001-97-R-0004, 21 November 1996, NRaD, Code D831, San Diego, CA  

· IRIG Standard 200-98, IRIG Serial Time Code Formats, May 1998, Timing Committee, Telecommunications And Timing Group, Range Commanders Council, U.S. Army White Sands Missile Range, New Mexico 88002-5110  

· "IEEE Standard Definitions of Physical Quantities for Fundamental Frequency and Time Metrology – Random Instabilities" IEEE Std 1139-1999, approved 26 March 1999.  

· "Handbook Selection and Use of Precise Frequency and Time Systems", International Telecommunication Union, Radio communication Bureau, 1997

· “Common Time Reference Architecture”, Draft Version 2.1, Common Time Reference System Engineering Team, 22 March 2001.  

· Recommendations ITU-R:

FORCEnet variance with JTA Release 6.0  dated October 3, 2003 Vol. 1-Section 3.4.5, page 39:

3.4.5(a) Mandated. The Navigational Satellite Timing & Ranging (NAVSTAR) GPS provides two levels of service—a Standard Positioning Service (SPS) and a Precise Positioning Service (PPS). The following standard is mandated:

ICD-GPS-200C, NAVSTAR GPS Space Segment/Navigation User Interfaces, 12 April 2000. The PPS was designed primarily for U.S. military use, and DoD will control access to the PPS through cryptography. DoD GPS users with combat, combat support, or combat service support missions must acquire and use PPS-capable GPS receivers. The U.S. will enter into special arrangements with military users of allied and friendly governments to allow them use of the PPS. The following standards are mandated:

ICD-GPS-222A, NAVSTAR GPS UE Auxiliary Output Chip Interface (U), 26 April 1996

ICD-GPS-225A, NAVSTAR GPS Selective Availability/Anti-spoofing Host Application Equipment Design Requirements with the Precise Positioning Service Security Module (U), 12 March 1998.
2.4.5.3  Radio Frequency Interfaces

The interfaces between the antennas and Radio Frequency (RF) distribution are unique for each installation. These interfaces must be designed to provide the necessary input signal to optimize system signal performance characteristics (e.g., input signal to noise ratio, second and third intercept points, etc.).

Interface Connection Drawings should be developed and maintained for each platform detailing the specifics of the RF and antenna interfaces. Additional standards required to support SIGINT collection may be identified later.

RF input, output, and connecting coaxial cable impedance shall be 50 ohms (nominal)

2.4.5.4 Analog Intermediate Frequency Interfaces

To allow interoperability and interchangeability of tuners, digitizers, and processors, it is necessary to define a common set of analog intermediate frequencies down-converted from the many widely used industry standards.  This will standardize information transfer in the analog domain just as down selections in LANs help standardize information transfer in the digital domain.  This mandate is not intended to preclude the use of other internal analog Intermediate Frequencies (IF), but rather to facilitate modularity, scalability, and interoperability.

Additionally, certain advanced specialized signals, such as ultra-wideband ELINT, may require different center frequencies and/or bandwidths because of performance requirements.  These should be handled as waivers.  Mandated center frequencies for analog IFs are:

21.4 MHz

70 MHz

160 MHz

1 GHz

IF input, output and connecting coaxial cable impedance shall be 50 ohms (nominal)

2.4.5.5 .Geolocation

For geolocation, the C4ISR shall use the following mapping standards:
National Imagery and Mapping Agency (NIMA) Digital Terrain Elevation Data (DTED) Level 1, MIL-PRF-89020B: 23 May 2000

MIL-STD-2401 World Geodetic System 84 (WGS-84) IAW, 11 January 1994

NIMA DTED Level 2 or 3 (where available)

Where supported by reporting mechanisms, report the percentage error probability values with geolocation positions.  For Elliptical Error Probable (EEP) reporting, include Semi-Major, Semi-Minor, and ellipse orientation (The common error probability values are 50, 90, and 95 percent.)

FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. 1-Section 3.4.5, page 39:  See above reference.

2.4.6 Emerging Standards

Emerging standards are expected to be elevated to mandatory status when implementations of the standards mature.

2.4.6.1 Data Management (emerging)

FORCEnet variance with JTA Release 6.0 dated October 3, 2003 Vol. I1-Section 2.5.3, page 16:

ISO/IEC DIS 9075-9 through ISO/IEC DIS 9075-12 are in progress though they have not been completed. SQL Multimedia (SQL/MM) is a set of extensions to the SQL3 specification and will specify packages of SQL abstract data type (ADT) definitions using the facilities for ADT specification and invocation provided in the SQL3 specification. SQL/MM intends to standardize class libraries for science and engineering; full-text and document processing; and methods for the management of multimedia objects such as image, sound, animation, music, and video. The emerging standard for SQL/MM is:

ISO/IEC 13249-3:1999, Information technology – Database languages – SQL multimedia and application packages – Part 3: Spatial.

The SQL-RDA standard specifies a message format for remote communication of SQL database language statements (query and update) to a remote database. The specification defines uses of the message fields and other implementation information including sequencing and how SQL statements map to the Remote Database Access (RDA) protocol, a TCP/IP-compatible communications protocol that enables a database client to gain access to database servers. The emerging standard for SQL – RDA is:

ISO/IEC 9579:2000, Information technology – Remote database access for SQL with security enhancement.

The Object Database Management Group (ODMG) has published a third version of their standard for an Object Storage API that can work with any DBMS or tool. The ODMG has defined a comprehensive object model, described an object specification language, defined an object interchange format, defined an object query language (based on the relational query language, SQL) and worked to make the programming language bindings consistent with the ODMG model. Version 3.0 improves the ODMG model, enhances the Java bindings, and broadens the standard for use by object-relational mapping systems as well as for object DBMSs. The following standard is emerging:

The Object Database Standard: ODMG 3.0, R.G.G. Cattell et al, eds. The Morgan Kaufmann.  Series in Data Management, 2000, ISBN 1-55860-647-4.
2.4.6.2 Data Interchange (emerging)

The data interchange services provide specialized support for the exchange of data between applications and to and from the external environment. These services include, web services, graphics data, geospatial data, still imagery data, motion imagery data, audio data, storage media, atmospheric and oceanographic data, time-of-day data, and multimedia data.

2.4.6.2.1 Document Interchange via Web Services

Web services are a relatively new IT area for standards development.  There is a significant amount of work being done by a host of standards organizations such as the World Wide Web Consortium (W3C), the Organization for the Advancement of Structured Information Standards (OASIS), the Web Services Interoperability (WS-I) organization, Internet Engineering Task Force (IETF) and the Object Management Group just to name a few.  Each organization is working to collaborate with various vendors to establish standards for web services.

It should be noted that there is a host of standards specifications currently under review by the various standards bodies that, as they mature, will need to be included in subsequent updates of the FORCEnet A&S Volume II.  Some of these specifications that are currently in work are shown in Table Table 2‑2 below, and some are listed as emerging standards as well.

Table 2‑2.  Web Services/Security Specifications under Review

	Services

	WSIA
	Web Services for Interactive Applications (WSIA) 

	WSUI
	Web services User Interface

	BPEL4WS
	Business Process Execution Language for Web services

	WSCI
	Web Service Choreography Interface

	WSCL
	Web Services Conversation Language

	BPQL
	Business Process query Language

	BPML
	Business Process Modeling Language

	BPSS
	The Business Process Specification Schema

	BTP
	Business Transaction Protocol

	CPP/A
	Collaboration Protocol Profile/Agreement

	WS-CAF
	Web Services Composite Applications Framework

	ebXML Registry
	the Electronic Business Extensible Markup Language Registry

	DSML
	Directory Services Markup Language

	HTTP-R
	Reliable Hypertext Transfer Protocol

	WSEL
	Web Services Endpoint Language

	WDDX
	Web Distributed Data Exchange

	MSS
	Message Service Specification

	Xlink
	XML Linking Language

	XPOINTER
	XML Pointer Language

	OWL
	Web Ontology Language 

	Security

	XACML
	eXtensible Access Control Markup Language

	XrML
	Extensible rights Markup Language

	SAML
	Security Assertion Markup Language

	SPML
	Service Provisioning Markup Language

	XCBF
	XML Common Biometric Format

	XML Encryption

	XKMS
	XML Key Management

	X-KISS
	XML Key Information Service

	X-KRSS
	XML Key Registration Service

	XML Signature

	WSS
	Web Services Security


The document web-based interchange service specifies the supported data structures to be used for storage of electronic information and its transmission between information systems. Document formats are not restricted to physical byte layout for a file, but also include the languages used to instruct information systems on how to display the document information.

Below are some of the emerging standards for consideration in future web services and document interchange requirements development:

XHTML (Extensible HyperText Markup Language) is the next-generation follow-on to HTML. XHTML reformulates HTML as an XML application, bringing the modular capabilities of XML to Web development. A single XML data stream can be used by a variety of applications to support multiple devices, such as cellular telephones, computers, Web television, and embedded applications simply by processing the needed XHTML tags within the XML data stream. The following standard is emerging:
– XHTML™ 1.0: The Extensible HyperText Markup Language, Second Edition, A Reformulation of HTML 4 in XML 1.0, W3C Recommendation, 26 January 2000, revised 1 August 2002.

XForms architecture separates purpose (semantics) from presentation (syntax), and associates the capabilities of XML and the ease of HTML for a wide range of devices. The following standards are emerging:

– XForms 1.0, W3C Working Draft, 12 November 2002.
– XForms Requirements, W3C Working Draft, 4 April 2001.
Resource Description Framework (RDF) describes a foundation for processing Web-based metadata; it supports interoperability between different applications that may need to exchange machine-understandable information on the World Wide Web. RDF uses XML for encoding its Vol. II–18 Section 2: Information Processing Standards interchange syntax. RDF is a model for representing named properties (attributes of resources), property values, and relationships between properties. An RDF model can resemble an entity-relationship diagram or virtually any other information structure that can be depicted as a directed graph. The following standard is emerging:

· Resource Description Framework (RDF) Model and Syntax Specification, W3CRecommendation, 22 February 1999, REC-rdf-syntax-19990222.

The RDF Schema specification provides a machine-understandable system for defining “schemas” for descriptive vocabularies like the Dublin Core, a set of 15 metadata elements believed to be broadly applicable to describing Web resources to enable their discovery. It allows designers to specify classes of resource types and properties to convey descriptions of those classes, and constraints on the allowed combinations of classes, properties, and values within a data stream. This has the effect of providing a machine-understandable means of exchanging structured and structural information with respect to various persistent entities, such as DBMSs with XML. The following standard is emerging:

– Resource Description Framework (RDF) Schema Specification 1.0, W3C Candidate Recommendation, 27 March 2000, CR-rdf-schema-20000327.

A Working Draft of the Extensible Stylesheet Language (XSL) Version 1.0 (Ref: WD-xsl-19981216, 16 December 1998) is being defined in the World Wide Web Consortium. XSL will be used where powerful formatting capabilities are required or for formatting highly structured information such as XML-structured data or XML documents that contain structured data. The new capabilities provided by the XSL proposal include: the formatting of source elements based on ancestry/descendency, position, and uniqueness; the creation of formatting constructs including generated text and graphics; the definition of reusable formatting macros; direction-writing, independent stylesheets; and extensible set of formatting objects. XSL uses XML syntax and combines formatting features from Document Style and Semantics Specification Language (DSSSL). The following standard is emerging:

– Extensible Stylesheet Language (XSL), Version 1.0, W3C Recommendation,15 October 2001.

XML Stylesheet Language Transformations (XSLT) is a language for transforming XML documents into other XML documents and is used as a transformation part of XSL. XSLT has also been designed to be used independently, but is used primarily with XSL. The following standard is emerging:

– XSL Transformations (XSLT), Version 1.1, W3C Working Draft, 24 August 2001.
XPath is a language for addressing parts of an XML document, designed to be used by XSLT. The following standard is emerging.

– XML Path Language (XPATH), Version 1.0, W3C Recommendation, 16 November 1999. For applying an XML-encoded digital signature within an XML document, rather than as separate data, the following standard is emerging:

– XML-Signature Syntax and Processing, W3C Recommendation, 12 February 2002.

Xquery provides flexible query facilities to extract data from collections of XML documents as well as non-XML data viewed as XML via a mapping mechanism. The following standard is emerging:

– XQuery 1.0, An XML Query Language, W3C Working Draft, 15 November 2002.

XML Pointer Language is a specification that is used as the foundation for a fragment identifier for any URI reference that finds a resource whose internet media type is text/XML, application XML, text/XML-external –parsed entity or application/XML-external-parsed entity.  


- XPointer Verison 1.0, W3C Working Draft 

Web Services Description Language defines the XML grammar needed for network services for distributed systems and provides the methods for automating the details involved in applications communication. The following standard is emerging:

· Web Services Description Language (WSDL) 1.1, W3C Note, 15 March 2001.

Simple Object Access Protocol (SOAP) is a lightweight XML protocol used for exchanging information in a decentralized, distributed environment. It provides a simple method of enveloping and transferring an XML document using HTTP transfer protocol, and addressing the recipient using Uniform Resource Identifiers (URI). The following standard is emerging:

– Simple Object Access Protocol (SOAP) 1.1, W3C Note, 08 May 2000.

For publishing and discovery of Web services, the following standard is emerging. Note that there are significant security issues that need to be considered before using this standard:

– UDDI Version 3.0 Published Specification, 19 July 2002.
XML Linking Language is a specification that provides the ability for elements to be inserted into XML documents for the purpose of creating and describing links between resources. 

XML Linking Language (XLink) Version 1.0, W3C Recommendation 27 June 2001

Cascading Style Sheets (CSS) provides a simple approach for formatting documents. CSS lacks XSL/XSLT’s ability to reorder information, but CSS can incrementally format documents and can handle HTML. For simple formatting of HTML and XML documents (where XSL’s capabilities are not needed), the following is emerging:

– Cascading Style Sheets (CSS) Level 1 (CSS1), W3C Recommendation, 17 December 1996.

Web Services for Remote Portlets (WSRP) specification was approved as an OASIS standard in August 2003.  This specification defines the interface and semantics for a Web service standard that provides for “plug-and-play” content sources (e.g. portlets) with portal sand other aggregating Web applications.” WSRP provides a standard way to utilize Web services in a portal front end. Consequently, it will standardize the way content providers code Web services for portals.  The following standard is emerging:  
· Web services for remote portals (WSRP) v1.0, , OASIS Aug 2003

ebXML Registry—Similar to UDDI, the Electronic Business Extensible Markup Language Registry allows businesses to find other businesses’ Web services, define B2B transaction agreements, and exchange XML messages for the furthering of business operations. The ebXML Registry is propelled by ebXML.org

Collaboration Protocol Profile/Agreement provides a standard way for two businesses to interact with each other with vendor-neutrality as it relates to application and run-time support software. Collaboration Protocol Profile (CPP) determines the capabilities of the message exchanges that will take place and the business interactions that it supports. Collaboration Protocol Agreement (CPA) defines how the interactions will take place between the two businesses.


ebXML CPP/A Version 2, OASIS Nov 2002

Directory Services Markup Language links the concept of directory services to the world of XML. It is an OASIS specification.


DSSL Version 2, Oasis April 2002

The Extensible Access Control Markup Language is an OASIS specification that provides a standard method to describe “a core schema and corresponding namespace for the expression of authorization policies in XML against objects that are themselves identified in XML.


Extensible Access Control Markup Language (XACML) v1.0 OASIS, Feb 2003

Security Assertion Markup Language is an OASIS standard that is being developed by the OASIS XML-Based Security Services Technical Committee (SSTC). SAML is an XML-based framework for the exchange of security information.

Security Assertion Markup Language (SAML) v1.1, OASIS, Aug 2003

Service Provisioning Markup Language provides a standard XML-based framework for the exchange of information between “Provisioning Service Points.


Service Provisioning Markup Language (SPML) V1.0, OASIS, October 2003

Web Services Security (WSS) defines enhancements to SOAP messages by providing message integrity and single message authentication. There are several specifications involved in WSS.

WS-Security Addendum—This security addendum clarifies existing specifications addressed in the first version of WS-Security and specifies new elements including timestamps and transferring passwords and security certificates.

WS-Security Profile for XML-based Tokens—Provides a standard framework for the use of XML-based tokens in conjuction with WS-

Security specification. SAML and XrML are two profiles that use this standard framework.

WS-Security AppNotes—Web Services Security Application Notes provides a set of guidelines for developers to follow when implementing WS-Security and WS-Security Addendum specifications.

WS-Policy—Web Services Policy Framework provides a standard model and syntax to describe and communicate Web service policies so consumers can find the information needed to access Web services from a provider.

WS-Policy Attachments—Web Services Policy Attachments provides a standard method to associate policy assertions with services. There two ways to make policy assertions are (1) Policy assertions defined inside the definition of a service or  (2) Independently defined policy assertions that are associated through external binding to the service.

WS-Policy Assertions—Web Services Policy Assertions is a “building block that is used in conjunction with other Web service and application-specific protocols to accommodate a wide variety of policy exchange models.” By utilizing other Web services in conjunction with WS-Policy Assertions, a “rich Web services environment” can be realized.

WS-Trust—Web Services Trust Language utilizes WS-Security’s secure messaging methods to define the details of the issuance, exchange, and validation of security tokens.


Web Services Security v1.0 (WS-Security 2004) OASIS, March 2004

2.4.6.2.2 Virtual Reality Modeling Language

The Virtual Reality Modeling Language (VRML) is a commercial standard with capabilities for 3-D representation of data. The following standard is emerging:
· ISO/IEC 14772-1:1998, Information Technology – Computer graphics and Image Processing – The Virtual Reality Modeling Language – Part 1: Functional specification and UTF-8 encoding
2.4.6.2.3 Geospatial Data Interchange

DIGEST (Digital Geographic Information Exchange Standard) 2.0, June 1997, has been developed by the DGI Working Group (DGIWG) to support the transfer of DGI between GISs in DoD, U.S., NATO, and co-producer countries.  The DIGEST is evolving to supersede many of the MIL-STDs, such as MIL-STD-2407 and Vector Product Format, currently maintained by DoD.  The following standard is emerging for geospatial data interchange:
· Digital Geographic Information Exchange Standard (DIGEST): Edition 2.0, June 1997
2.4.6.2.4 Still-Imagery Data Interchange

ISO/IEC International Standard 12087-5:1998, Part 5: Basic Image Interchange Format (BIIF), is an international standard, now approved but awaiting publication.  It provides a commercial/ international foundation for interoperability in the interchange of imagery and imagery-related data among applications.  BIIF provides a data format container for image, symbol, and text, along with a mechanism for including image-related support data.  A DoD profile of BIIF, technically equivalent to the NITFS 2.1 standard, will be created with the expectation that this profile will eventually supersede MIL-STD-2500B as a DoD Imagery standard.  In addition, a NATO profile of BIIF is being generated as a replacement for STANAG 4545. ISO/IEC 15444-1: 2000, JPEG 2000 Image Coding System, is the newly developed image compression standard using wavelet technology.  It is currently being optimized for use with NITF and STANAG 4545.  The following standards are emerging for still-imagery data interchange:
· ISO/IEC 12087-5:1998, Part 5: Basic Image Interchange Format (BIIF)

· ISO/IEC 15444-1: 2000, JPEG 2000 Image Coding System
2.4.6.2.5 Video Imagery

The DoD/IC/USIGS Motion Imagery Standards Profile (MISP), Version 2.0, dated 29 November 2001, Chapter 2, outlines emerging Standards, Profiles, and Recommended Practices for Video Imagery applications. In MISP’s Chapter 2, emerging video imagery standards include profiles of Video Metadata System, including Intelligence Video Index and Content Description Metadata; Advanced Video Index; Ancillary Data; Advanced Video Index Encoding; Ancillary Data, Encoding into MPEG-1 andMPEG-2 Private Data Streams; Ancillary Data, Encoding into AES3 Data Streams; Time Code Embedding; Time Reference Synchronization; and completion of all levels of the Video Systems (Spatial and Temporal) Matrix (VSM). It is also anticipated that MPEG-4 may be used for very low data rate video dissemination applications (such as VSM 1 and VSM 2). The following standard is emerging for advanced television applications:
· ATSC A/52 (Audio), Dolby Digital AC3 is an emerging standard for advanced television applications
2.4.6.2.6 Video Teleconference

Emerging standards for video teleconferencing are covered in the Information Transfer section of the FORCEnet TV, Section 2.7.3.2.1.

2.4.6.2.7 Multimedia Data Interchange

The DoD Guide to Selecting Computer-Based Multimedia Standards, Technologies, Products, and Practices, dated 15 February 1998, defines emerging standards for DoD systems employing Multimedia. In this context, interactivity is a key distinguishing characteristic, in which “two or more media types (audio, video, imagery, text, and data) are electronically manipulated, integrated, and reconstructed in synchrony, where interactivity indicates an ability of a user to make decisions or selections that (can) alter the type and sequence of information or communication.”

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section 2.5.4.10, page 24:

2.5.4.10(a) Emerging. For on-demand or real-time video and audio streaming, the following standard

is emerging:

– ISMA Specification 1.0:2001, Internet Streaming Media Alliance.
2.4.6.2.8 Signal Descriptor File (SDF) Conventions

Standards are currently being defined to reduce the diversity that exists in SIGINT signal descriptor files, geolocation data exchange formats, and SRI databases.  At the time of publication, SDF formats and conventions were being redefined in a joint effort between SPAWAR and NSA.  Standards that are determined from this effort will be provided as coordination proceeds.

2.4.6.3 Operating System Services

2.4.6.3.1 POSIX

The following POSIX standards are emerging:

· P1003.1a Draft Standard for Information Technology – Portable Operating System Interface (POSIX) – Part 1: System Application Program Interface (API) [C Language] – Amendment Draft 16, December 1998

· IEEE 1003.1d: 1999, April 1999: Standard for Information Technology – Portable Operating System Interface (POSIX) Part 1: System API – Amendment d: Additional Real-time Extensions [C Language], September 1999   P1003.1h D5, July 1999: Services for Reliable, Available, Serviceable Systems

· IEEE 1003.1j: 2000: Standard for Information Technology – Portable Operating System Interface (POSIX) – Part 1: System API – Amendment j: Advanced Real-time Extensions [C Language]

· P1003.1m Draft Standard for Information Technology – Portable Operating System Interface (POSIX) – Part 1: System API – Amendment m: Checkpoint/ Restart Interface [C Language], Draft 2, January 1999

· P1003.1q Draft Standard for Information Technology – Portable Operating System Interface (POSIX) Part 1: System API – Amendment q: Trace [C Language], Draft 8, April 2000

· P1003.5g/D1.0, Standard for Information Technology – Portable Operating System Interface (POSIX) – Ada Language Interfaces – Part 1: Binding for System API –Amendment g: Real-time Extensions, September 1999

· P1003.13a/D1, Standard for Information Technology – Standardized Application Environment Profile – POSIX Real-time Application Support (AEP) – Amendment a: Real-time Extension, September 1999

· P1003.21 Draft Standard for Information Technology – Portable Operating System Interface (POSIX) – Part 1: Real-time Distributed Systems Communication API [Language-Independent], V3.0, October 1999

· C808 Networking Services (XNS), Issue 5.2, Open Group Technical Standard, ISBN-1- 85912-241-8, January 2000

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section 2.5.7, page 25, 26:

– ISO/IEC 15287-2:2000, Information technology – Standardized Application Environment Profile – Part 2: Posix Realtime Application Support (AEP).

The Open Group (TOG), IEEE, and ISO consolidated the standards that make up

ISO/IEC 9945-1:1996, ISO/IEC 9945-2:1993, IEEE STD 1003.1, IEEE STD 1003.2 and the

appropriate parts of the Single UNIX Specification (SUS). These will be technically equivalent in all

respects. The new set of specifications will form the core of the SUS, Version 3. The following standard

is emerging:

– The Single UNIX Specification, Version 3 (SUS v3), The Open Group.
2.4.6.3.2 Virtual Machines
The Java Virtual Machine (JVM) and supporting libraries are an emerging standard.  The JVM may be used to support applications executed through a Web browser or to support development of portable applications. The following standard is emerging:
· The JVM is defined in “The Java Virtual Machine Specification (second edition)” by Tim Lindholm and Frank Yellin, Addison-Wesley, 1997, ISBN 0-201-63452-X.  It is also available at: http://java.sun.com/docs/books/vmspec/index.html.  An overview of Java libraries and their status is available at: http://java.sun.com/products.

2.4.6.3.3 Real-Time Operating Systems

There are no FORCEnet TV Real-Time Operating Systems emerging standards identified at this time.

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section 2.5.7, page 25:

When requiring real-time operating systems, ISO/IEC ISP 15287-2:2000, Information technology –Standardized Application Environment Profile – Part 2: POSIX Realtime Application Support (AEP) should be considered for use. It has been designed to satisfy a wide range of real-time system requirements based upon the application platform’s size and function. It identifies four real-time application environment profiles based on the ISO/IEC 9945-1 series of standards. These are Minimal Realtime System Profile (PSE51), Realtime Controller System Profile (PSE52), Dedicated Realtime System Profile (PSE53), and Multi-Purpose Realtime System Profile (PSE54).

2.4.6.3.4 Real-Time Communications Services

Message Passing Interface/Real Time (MPI/RT) works to address real-time concerns by describing how various system resources, such as the network, memory management, and communication scheduling, can be assembled to design parallel applications around MPI/RT's service paradigm.  MPI/RT provides an API whose design includes the ability to plan in advance, reserve resources, admit sets of channels with timing guarantees, and to exploit temporal locality associated with programs that, while they possess several modes of operation, exhibit regular (e.g., repetitive or periodic) properties in a given mode of operation.  MPI/RT benefits include the creation of an integrated messaging, scheduling, and parallel programming API together with syntax and semantics to support the emerging computational hierarchies of node architectures and gigabit networks efficiently.  It also expands the horizons of performance-portable real-time programming and will enhance the performance of Messaging over MPI-1 and MPI-2.  While there are currently no mandates for this service area, the following specification is considered emerging:

· MPI/RT Version 1.0, (6 March 2000 Draft)

2.4.6.4 Distributed-Computing Services

Currently there are a number of competing middleware technologies which enable distributed objects to interoperate. In recognizing that each of these distributed-object computing technologies has strengths that differentiate it from the others, the JTA does not mandate the use of any single one. However, in order to ensure interoperability among application objects in heterogeneous distributed environments or different object models, the JTA mandates a requirement for interworking with the Object Management Group (OMG) Object Management Architecture (OMA). The OMA is composed of the Common Object Request Broker Architecture (CORBA), CORBA services, and CORBA facilities. For COM, application-level interworking results in COM clients interacting with non-COM servers and non-COM clients interacting with COM servers.
2.4.6.4.1 Distributed-Object Computing

Currently there are a number of competing middleware technologies which enable distributed objects to interoperate. In recognizing that each of these distributed-object computing technologies has strengths that differentiate it from the others, the JTA does not mandate the use of any single one. However, in order to ensure interoperability among application objects in heterogeneous distributed environments or different object models, the JTA mandates a requirement for interworking with the Object Management Group (OMG) Object Management Architecture (OMA). The OMA is composed of the Common Object Request Broker Architecture (CORBA), CORBA services, and CORBA facilities. For COM, application-level interworking results in COM clients interacting with non-COM servers and non-COM clients interacting with COM servers.
The following adopted specifications from the OMG are emerging:
· OMG document orbos/98-05-10, Persistent State Service 2.0

· OMG document orbos/98-03-04, CORBA services Interoperable Name Service

· OMG document orbos/98-05-04, CORBA services CORBA/Firewall Security

· OMG document ad/97-08-14, Meta Object Facility (MOF)

· OMG Document Number: bom/99-03-01, Workflow Management Facility, dated 9 March



1999

· OMG document mfg/98-06-06, Distributed Simulation Service

· OMG document orbos/99-02-12 (Joint Revised Real-time CORBA submission)

· OMG document orbos/99-03-29 (Errata for the Real-time CORBA joint/revised submission orbos/99-02-12)
2.4.6.5 Support Application Services

2.4.6.5.1 Environment Management

DoD 5015.2-STD, Design Criteria Standard for Electronic Records Management Software Applications, Sections 2.2.1 through 2.2.11, provides a mandatory baseline set of requirements for Records Management Application (RMA) software.  RMA software may be used by DoD Components in the implementation of records management programs.  Each official Component record is defined by an approved Records Control Schedule (RCS).  If a Component chooses to maintain official records in an electronic form, those records must be managed by application(s) consistent with this standard. Future versions of this standard will address interoperability requirements.  The following standard is emerging:

· DoD-5015.2-STD, Design Criteria Standard for Electronic Records Management Software Applications, June 2002 (Sections 2.2.1-2.2.1.1 only)

2.4.6.5.2 Learning Technology

“Learning Technology” standards provide for an integrated environment for education, training, and decision support and are considered a subset of the Environment Management services within the DoD TRM.  A growing number of technical standards for this field are in varying stages of development by standards bodies including the following, each of which can be accessed on the Web at the URL indicated:
· Educom Instructional Management System is linked to/from: http://www.imsproject.org Aviation Industry CBT Committee is linked to/from: http://www.aicc.org/pages
· Alliance of Remote Instructional Authoring and Distribution Networks for Europe (ARIADNE) is linked to/from: http://ariadne.unil.ch/.

· IEEE Learning Technology Standards Committee is linked to/from: http://grouper.ieee.org/groups/ltsc/.

The following standards are being tracked as Learning Technology emerging standards: 

· IEEE 1484.1, Architecture and Reference Model. Base Document entitled, “Learning Technology Systems Architecture (LTSA),” Draft Version 9.00, 2001-12-08, is linked to/from: http://grouper.ieee.org/groups/ltsc/ltscdocs
· IEEE P1484.2, Learner Model. Base Document entitled, “Personal and Performance Information (PAPI) Specification,” Draft Version 7, 23 January 2000, is linked to/from: http://grouper.ieee.org/groups/ltsc/ltscdocs
· IEEE 1484.11 Computer Managed Instruction (CMI), Draft Version 3.3, February 2001

· IEEE P1484.12 Learning Object Metadata (LOM), Draft Version 4 5 February 2002, is linked to/ from: http://grouper.ieee.org/groups/ltsc/ltscdocs
· AICC AGR 006 CMI, V2.0, 1998 May 19, (See http://www.aicc.org/pages/down-docs-index.htm) is an emerging standard for non-Webbased training. Additionally, this specification is being further developed by IEEE P1484.11 Standard for CMI linked to/from: http://grouper.ieee.org/groups/ltsc/ltscdocs
2.5 Human Systems Integration (HSI) Standards

Human Systems Integration (HSI) optimizes the human part of the total system equation by integrating human factors engineering (HFE); manpower, personnel, training (MPT); health hazards; safety factors; medical factors; personnel (or human) survivability factors; and habitability considerations into the system acquisition process.  Several Human Systems Integration (HSI) standards, guidelines, and specifications are available and provide guidance on the various processes and actions necessary to ensure FORCEnet systems and capabilities are designed, developed, and evaluated within a warfighter-centric environment. The principal source of standards for HSI in FORCEnet are those developed by the International Organization for Standardization (ISO) for public use, and those developed by the Department of Defense for use in military acquisition (JTA, MILSPEC, MIL HANDBOOK, MILSTD).

2.5.1 Mandatory Standards

2.5.1.1 Total Systems Approach

Today’s Navy ship systems, including surface ships and submarines, require many crewmembers to support a broad spectrum of operations and maintenance. The automation of selected human functions on ships has been identified as a critical factor in achieving necessary cost reductions, as well as improving future system performance. This desired automation of functions currently performed by humans must be carefully planned and evaluated throughout the system development process.
Technologies to support the design of a total system, of which the human operator is a vital part, are essential for the successful development of future systems. Nominally, a human operator performs a variety of tasks under varying operational conditions. Hence, the automation of human tasks is not just a simple replacement of man with machine. Instead, it is a complicated process of trading-off between man and machine, man and man (e.g., enhanced training to provide improved operator performance), and many other issues (e.g., considerations of reliability and availability for a machine versus an operator). 

ISO publicly available specification (PAS) 18152, 01 Oct 2003, describes the various processes needed to support a human-centered systems approach throughout the life cycle of a system. The Human System (HS) model presented in ISO/PAS 18152 uses the format common to assessment models.  Process assessment models describe the process that gives an organization the best opportunity to achieve defined technical goals.  The standard describes the human centered process models that are needed to define an organization that can deliver and/or maintain a system with a specified level of performance.  The four main process models are: Lifecycle involvement – cradle to grave processes, human factors, human-centered design, and human resources – manpower and personnel.

The standard will assist those involved in the specification, design, development, assessment, and operation of manned or embedded systems, hardware and software. The standard describes a human-system life cycle process model that is applied throughout the life cycle of a system. It presents a set of complimentary views on life cycle processes that emphasize the treatment of human-system issues. These issues are investigated using the usability engineering and human resources processes.  The input for, and the results from, these processes are acquired, and fed back to the organization, through the integration of human factors processes.  Figure 2-2 shows the relationship between these processes and the system life cycle and the organization(s) involved.

International Organization for Standardization (ISO) Publicity Available Specification (PAS) 18152: Ergonomics of Human System interaction – Specification for the process assessment of human-system issues

The following referenced documents are indispensable for the application of ISO/PAS 18152, 01 Oct 2003. For dated references, only the edition cited applies. For undated references, the latest edition of the referenced document (including any amendments) applies.

ISO 6385, 13 Jan 2004, Ergonomic principles in the design of work systems
ISO/IEC 9126-1: 21 June 2001, Software engineering — Product quality — Part 1: Quality model
ISO 9241-11:1998, Ergonomic requirements for office work with visual display terminals (VDTs) — Part 11: Guidance on usability
ISO 13407: 01 June 1999, Human-centered design processes for interactive systems

ISO/IEC 15288: 01 Nov 2002, Systems engineering — System life cycle processes

ISO/IEC 15504-2: 15 Oct 2003, Process assessment — Part 2: Performing an assessment

ISO/IEC 15504 (all parts) Software engineering — Process assessment

ISO/PAS 18152, 01 Oct 2003, makes the contents of ISO 13407, 01 June 1999, Human centered design processes for interactive systems, accessible to process assessors and to those familiar with, or involved in, process modeling. ISO/PAS 18152 extends the range of processes in ISO 13407, 01 June 1999, to cover the integration of human-centered design with project and organizational processes and makes a clearer separation between human-centered processes and human-centered design in the system life cycle. A mapping between ISO/PAS 18152 and ISO 13407 01 June 1999 is provided in Annex G ISO/PAS 18152.

ISO/PAS should be used in conjunction with ISO 13407 01 June 1999 and ISO/IEC 15504 15 Oct 2003. The latter standard provides the framework in which the process descriptions in this specification may be used.
The System Life Cycle Processes standard, ISO/IEC 15288, 01 Nov 2002, Systems engineering – systems life cycle process, was the first ISO standard to deal with system life-cycle processes: hardware, software, and human interfaces. ISO/IEC 15288 01 Nov 2002 describes each stage in the life cycle of a system of interest as a process.  ISO/PAS 18152 incorporates ISO/IEC 15288 01 Nov 2002 and describes each stage in the life cycle of a system of interest as a process.  ISO/IEC 15288 01 Nov 2002 presents a standard for the processes required to develop systems. ISO/PAS 18152 provides an overlay or extension to these processes to address Human System issues and adds processes that may be used to extend the requirement activities for consumer products, to support the implementation and operation of large management systems and for bespoke systems, i.e. systems for use by a well-defined set of stakeholders and users. A mapping between this specification and ISO/IEC 15288 01 Nov 2002 is provided in Annex H.

While ISO/PAS 18152 describes the processes of total systems approach the GIG CRD 30 Aug 2001, DoD 5000.1 and DoD 5000.2, 12 May 2003, establish the requirement for systems to use the total systems approach.

Global Information GRID (GIG) Capstone Requirements Document (CRD) Chapter 4, paragraph B.5.a & g page 34 & 35

DoD 5000.1, 12 May 2003, E1.29

DoD 5000.2, 12 May 2003, E7.1 page 32
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Figure 2-2.  Human - System Processes In The System Life Cycle And Organization

Note:  (Adapted from ISO OAS 18152)

2.5.1.2 Human Factors/Ergonomics

Human Factors is all about people and their interactions with their environment.  It brings the human focus to the design and use of things – whether this is to ensure warfighters' safety, well-being and productivity, or to design effective human-computer interactions. To design for people as an integrated whole, a broad focus is required to understand the issues that impact the effective access and use of technology and physical spaces. If you want the warrior to use something and to use it well, you need to design it to meet their needs – all their needs.  For HSI issues related to the human factors/ergonomics of a product or system, use:
International Organization for Standardization (ISO) Publicly Available Specification (PAS) 18152: Ergonomics of Human System interaction – Specification for the process assessment of human-system issues.  Section 7.2, Annex A: Tables A.7 through A.15

International Organization for Standardization (ISO) 13407: Human Centered Design processes for interactive systems

International Organization for Standardization (ISO) 7250 (1996): Basic Human Body Measurements for Technological Design

MIL-STD-1472F, 31 March 1998, Department of Defense Criteria Standard Human Engineering

MIL-HDBK-1908B, 16 Aug 1999, Department of Defense Handbook: Definitions of Human Factors Terms

MIL-HDBK-759C, 31 Mar 1988, Notice 2 Department of Defense Handbook: Human Engineering Design Guidelines

International Organization for Standardization (ISO) 9241: Ergonomic Requirements for Office Work with Visual Display Terminals (VDTs)

Guidelines:

Human Factors and Ergonomics Society (HFES) 100: Human Factors Engineering of Computer Workstations; Issued March 2002 as a Draft Standard for Trial Use for a period not to exceed 36 months
EIA HEB1 2002: Human Engineering – Principles and Practices
Military Standard 1472, the Department of Defense Design Criteria for Human Engineering establishes general human engineering criteria, principles, and practices for design and development of military systems, equipment and facilities. Its purpose is to present these criteria, principles and practices so as to: a) achieve required performance by operator, control, and maintenance personnel, b) minimize skill and personnel requirements, and training time, c) achieve required reliability of personnel-equipment combinations, and d) foster design standardization within and among systems.  MIL–STD–1472 is not a process or management document but a design document. It provides time-tested design limits as requirements or guidelines.  These represent performance standards in the sense that most of its criteria are human performance-driven. Failing to meet these minimum standards will cause performance to be degraded.  By specifying performance-based design limits for various elements of the human system interface, the designer avoids repeating past mistakes, focuses effort on the new human systems issues, and has the flexibility to be innovative within relatively liberal design limits.
While ISO/PAS 18152 and the other documents describes the human factors process the GIG CRD 30 Aug 2001, DoD 5000.1 and DoD 5000.2 (12 May 2003) establish the requirement for systems to apply human factors in the design of the system.

Global Information GRID (GIG) Capstone Requirements Document (CRD) Chapter 4 paragraph B.5, page 34

DoD 5000.2 3.9.2.2 page 11, E7.2 page 11

Department of Defense, Joint Technical Architecture, v6.0 Section 5, Human-Computer Interface Standards (2003)

2.5.1.3 Human Performance

Humans are included in systems for many different reasons – they are intuitive, flexible, and capable of many functions and tasks. But at the same time, humans are the most variable component of a system. But the limitations inherent in human cognitive and physical capabilities mean that people are commonly the least flexible and “designable” piece of the total system. Due to behavioral unpredictability and other difficulties in quantifying their performance and characteristics, humans are often neglected in design considerations.  A synergism must exist among system engineer, human engineers, cognitive psychologists and instructional technologists in order to design an effective and safe total system.
International Organization for Standardization (ISO) Publicly Available Specification (PAS) 18152: Ergonomics of human-system interaction – Specification for the process assessment human system issue, Sections 7.1.2, 7.2.5, Annex A: Tables A.15

MIL-STD-1472F, 31 Mar 1998, Department of Defense Criteria Standard Human Engineering

Guidelines:

American Institute of Aeronautics and Astronautics (AIAA) Guide to Human Performance Measurements (G-035A-2000), Revised
AIAA G-035A suggests methods for measuring human performance for the purpose of scientific research and system test and evaluation. The information contained in this document is provided as guidance.  This guide should be considered during the planning, conduct, and analysis of human performance measurement activities. The objectives of this guide are: (1) to foster human performance measurement (HPM) techniques that have proved to be effective; (2) to promote commonality across research projects and, thus, enable comparison of results across evaluations; and (3) to enable the development and use of common HPM tools for data collection and data processing.
While ISO/PAS 18152 describes human performance the GIG CRD 30 Aug 2001, and DoD 5000.2 establish the requirement for systems to account for human performance in the design of the system.

Global Information GRID (GIG) Capstone Requirements Document (CRD) chapter 4, paragraph B.5.a page 34

DoD 5000.2 3.9.2.2 page 11, E7.2 page 11

2.5.1.4 Usability

Usability is a measurement of human system issues that is correlated with system operability, safety, cost effectiveness, and fitness of purpose. The system must plan and design for usability into the, design, development, and its evaluation to optimize human-machine performance.

International Organization for Standardization (ISO) Publicly Available Specification (PAS) 18152 Ergonomics of human-system interaction – Specification for the process assessment human system issue

MIL-STD-1472F, 31 Mar 1998, Department of Defense Criteria Standard Human Engineering

International Organization for Standardization (ISO) 9241-11: Ergonomic Requirements for Office Work with Visual Display Terminals (VDTs) - Part 11: Guidance on Usability
The requirement to for usability is specified in:

Global Information GRID (GIG) Capstone Requirements Document (CRD) chapter 4, paragraph B.5e page 35

2.5.1.5 Maintainability

Maintainability is the ease with which a system or component can be modified to correct faults, improve performance, or other attributes, or adapt to a changed environment.  The primary purpose of designing in Maintainability is to improve operational readiness, reduce maintenance manpower needs, reduce system life cycle cost and provide data essential for management.  The objective shall be to ensure attainment of the maintainability requirements of the acquisition.  The system developers shall develop matrices (thresholds) that reflect the maintainability of the system.  

MIL-STD-1472F, 31 Mar 1998, Department of Defense Criteria Standard Human Engineering
MIL-HDBK-470, 04 Aug 1997, Maintainability Program Requirements for Systems and Equipment

MIL-HDBK-471, 04 Aug 1997, Maintainability Verification/Demonstration/Evaluation

MIL-HDBK-472, 12 Jan 1984, Maintainability Prediction

DOD-HDBK-791, 17 Mar 1988, Maintainability Design Techniques

MIL-HDBK-2165A, 31 July 1995, Testability Programs for Electronic Systems & Equipment
The requirement to design maintainability into the system is specified in:

Global Information GRID (GIG) Capstone Requirements Document (CRD) chapter 1, paragraph E.g.  page 12

DoD 5000.2 3.9.2.2 page 11, E.5.7.3 page 27, E7.1 page 32

2.5.1.6 Manpower 

The system must plan and design a solution for the required for number and mix of personnel who operate, maintain, support, and provide training for the system. Determining this number and mix requires consideration of essential job tasks and of workload requirements (Task Analysis and Criticality Analysis).  

International Organization for Standardization (ISO) Publicly Available Specification (PAS) 18152: Ergonomics of human-system interaction – Specification for the process assessment human system issue, Annex C and Annex A: Tables A.21 through A.25

OPNAV Instruction 1500.76, 21 July 1998.
The requirement to determine the number of personnel required by the system is specified in:

Global Information GRID (GIG) Capstone Requirements Document (CRD) chapter 1, paragraph E.g.  page 12

 DoD 5000.1, 12 May 2003, E1.4 page 4; DoD 5000.2, 12 May 2003,  3.9.2.2 page 22, E7.5 page 32

OPNAV Instruction 1500.76, 21 July 1998.

2.5.1.7 Personnel

The system must plan and design a solution for determining the human aptitudes, skills, knowledge, and experiences required to perform the job tasks of the operators, maintainers, and support personnel (Function Analysis, Task Analysis and Criticality Analysis). Task analysis is the process of assessing what a user does and why, step by step, and using this information to design a new system or analyse an existing system.  ISO/PAS 18152 processes provides the means to resolve issues by means of the human part of the system, rather than the equipment-cantered part.  It ensures the continued delivery of the correct number of competent people required to use the most suitable equipment. 
International Organization for Standardization (ISO) Publicly Available Specification (PAS) 18152 Ergonomics of human-system interaction – Specification for the process assessment human system issue, A.21 through A.25

OPNAV Instruction 1500.76, 21 July 1998.

The requirement to determine the personnel required by the system is specified in:

DoD 5000.2 3.9.2.2 page 22, E7.5 page 32

OPNAV Instruction 1500.76, 21 July 1998.

2.5.1.8 Training 

In order to achieve total system performance it is imperative that training be planned for, designed and implemented that will prepare the worker to perform his/her job to the required job performance measure.  Must examine and plan for the needs of the worker in conduct of his job.  Without adequate job performance training the “total” system performance is degraded.  Total system effectiveness is achieved when the human, the hardware and the software are synergistically connected to maximize the capability of the system.  If a human cannot perform the mission and job tasks to the required level, the HW and SW will never operate to the designed to required operational level.

OPNAVINST 1500.76, 21 July 1998, establishes policies and procedures and assigns responsibilities for training across the entire continuum of the Navy training.  This instruction covers Manpower Personnel, and Training (MPT) programs developed to support Department of Navy acquisitions.  

MPT requirements, including training resources for acquisition support, are defined and documented in a Navy Training Systems Plan (NTSP).  Section 2.5.1.5 of OPNAVINST 1500.76, 21 July 1998, provides a structured process to achieve the manpower and personnel requirements specified in this instruction.

International Organization for Standardization (ISO) Publicly Available Specification (PAS) 18152: Ergonomics of human-system interaction – Specification for the process assessment human system issue, Annex C and Annex A: Tables A.21 through A.25

OPNAV Instruction 1500.76, 21 July 1998.

The requirement to determine the training required by the system is specified in:

OPNAV Instruction 1500.76, 21 July 1998.

Global Information GRID (GIG) Capstone Requirements Document (CRD) chapter 1, paragraph E.g.  page 12 

DoD 5000.2 3.9.2.2 page 11, E7.6 page 32

MIL-PRF-29612B, 31 August 2001, Performance Specification, Training Data Products

2.5.1.9 Safety and Health

The system must consider and plan for system design features that minimize potential for human or machine errors or failures causing injuries.  The system must consider and plan for System design features and operating characteristics that create significant risks of death, injury, acute or chronic illness, disability, and/or reduced job performance of personnel. Important hazards include acoustic energy, chemical substances, biological substances, temperature extremes, radiation energy, oxygen deficiency, shock (not electrical), trauma, and vibration.  

MIL-STD-1472F, 31 Mar 1998, Department of Defense Criteria Standard Human Engineering
MIL-STD-882D, 10 Feb 2000, System Safety Program Requirements

ANSI Z117.1-2003 Safety Requirements for Confined Spaces

International Organization for Standardization (ISO) 11429: Ergonomics - System of Auditory and Visual Danger and Information Signals

International Electrotechnical Commission (IEC) 60950-1: Information Technology Equipment – Safety – Part 1:  General Requirements

ANSI/IEEE C95.2 1999: Radio Frequency Energy and Current Flow

The requirement to design safety and health into the system is specified in:

Global Information GRID (GIG) Capstone Requirements Document (CRD) chapter 4, paragraph B.5.d, page 35

DoD 5000.1 E1.23 page 7, E1.18 page 6 and E1.29 page 8 

DoD 5000.2 3.9.2.2 page 11, E7.7 page 33

2.5.1.10 Survivability

For systems with missions that might require exposure to combat threats, the system must address personnel survivability issues including protection against fratricide, detection, and instantaneous, cumulative, and residual nuclear, biological, and chemical effects; the integrity of the crew compartment; and provisions for rapid egress when the system is severely damaged or destroyed.  The system shall address special equipment or gear needed to sustain crew operations in the operational environment.

International Organization for Standardization (ISO) Publicly Available Specification (PAS) 18152: Ergonomics of human-system interaction – Specification for the process assessment human system issue

The requirement to design survivability into the system is specified in:

DoD 5000.1 E1.29 page 8 

DoD 5000.2 3.9.2.2 page 11, E7.7 page 33

2.5.1.11 Habitability

The system must plan and design for integrating human characteristics relative to physical environment and support services that have a direct impact on sustained mission effectiveness, recruitment, and retention of personnel. An evaluation should have been/be conducted and translated into system (hardware, software and human) design and support requirements relative to habitability.  Overall the evaluation of Habitability and resultant design decisions must address the major user-machine and user-facility interface issues to include: evaluation of workspace free volume, environmental effects, traffic patterns, workspace layout, facility compartmentalization, and adequacy of the design for habitability.  The requirement to design habitability into the system is specified in:

DoD 5000.2 3.9.2.2 page 11, E7.7 page 33

2.5.2 Related Human Systems Integration (HSI) Standards

The following HSI standards and specifications are related and identified as guidelines for FORCEnet use: MIL-HDBK-46855A, Human Engineering Program Processes and Procedures; CINC 21 User Interface Design Guidelines for WEB Portals; 

2.5.2.1 Human Engineering Program Process

According to MIL-HDBK-46855A, human engineering (HE) should be applied during development and acquisition of military systems, equipment, and facilities to integrate personnel effectively into the design of the system. An HE effort should be provided to (a) develop or improve all human interfaces of the system; (b) achieve required effectiveness of human performance during system operation, maintenance, support, control, and transport; and (c) make economical demands upon personnel resources, skills, training, and costs. The HE effort should include, but not necessarily be limited to, active participation in the following three major interrelated areas of system development" [analysis, design and development, and test and evaluation].

2.5.2.2 Test and Evaluation 

Provides information about methods, models, tools, and techniques used by individuals with responsibilities related to human engineering and human systems integration test and evaluation.

The handbook provides human engineering program task guidance; describes the significance of analysis, design, and test aspects of the human engineering program; outlines procedures found effective in implementing such guidance; and provides summaries of methods. 

Key content includes: 

· Section 4.0 - Program Tasks

· Section 5.0 - Significance Of Human Engineering For Program Acquisition

· Section 6.0 - Human Engineering Procedures For DoD Organizations

· Section 7.0 - Human Engineering Procedures For Contractors

· Section 8.0 - Human Engineering Methods And Tools

Department of Defense (DoD) Military Handbook (MIL-HDBK) 46855A: Human Engineering Program Process and Procedures (1999)
2.5.2.3 CINC 21 User Interface Design Guidelines for WEB Portals

This Style Guide presents interface design guidelines for Web-based applications, emphasizing information portals. Although originally developed for interfaces being developed as part of the CINC 21 project, the Style Guide has been broadened to address design considerations for Web-based interfaces in general. The primary criterion for any human-system interface design guideline is that it should enhance the usability of an interface. Traditional usability enhancements include shortening the time to accomplish tasks, reducing the number of mistakes made, reducing learning time, and improving users’ satisfaction with a system. In addition to these factors, usability enhancements for Web-based interfaces include identifying and locating specific items of information, navigating from one part of a website to another, and maintaining an awareness of one’s location within the website. Web portals have even more specific usability requirements, such as displaying both individual and shared information, customizing individual user interfaces, and enabling collaboration among users. 

CINC 21 User Interface Design Guidelines for WEB Portals
2.5.3 Emerging Standards

2.5.3.1 Sharable Courseware Object Reference Model (SCORM)

SCORM is a suite of technical standards that enable web-based learning systems to find, import, share, reuse, and export learning content in a standardized way.  SCORM assumes the existence of a suite of services that is referred to as a "Learning Management System" or a "Learning Content Management System”; formerly referred to as a "Computer Managed Instruction" system.  The SCORM environment includes a set of services that launches learning content, keeps track of learner progress, determines the order (sequence) learning objects are to be delivered, and reports student mastery through a learning experience.  

2.6 Information Assurance Standards

2.6.1 Introduction

This section lists information assurance standards necessary to enhance protection of C4ISR information and data from unauthorized disclosure and modification while providing uninterrupted service to authorized users.  The standards identified in this section include those necessary to assure security of information processing, information transfer, and HCI services, and also support appropriate certification and accreditation requirements.  The standards mandated in this section apply to all systems employed within or interfacing to the Maritime Cryptologic domain.

Mandated and emerging standards presented in this section are organized around the JTA service areas and support the DoD Defense-in-Depth strategy.  Chairman of the Joint Chiefs of Staff Instruction (CJCSI) 6510.01C, Information Assurance Implementation (IA Defense in Depth and Computer Network Defense), dated 1 August 2000, describes Defense-in-Depth as:

“Integrates the capabilities of people, operations and technology to establish multi-layer, multi-dimension protection of networked systems.  The concept is to deploy defenses at multiple locations in successive layers in the protected information environment.  Defense in Depth focuses on the local computing environments (or enclaves), enclave boundaries, networks that link enclaves and supporting infrastructures.”

JTA general guidance shown below.  FORCEnet focuses on NSA policy in guidelines which are in keeping with the general guidance below from JTA Release 6.0 volume I-Section 6.1, page 65:

This section discusses Information Security Standards for the Joint Technical Architecture (JTA).National Security Systems (NSS) standards should be selected such that the resultant systems and components meet validation requirements stipulated in National Telecommunications and Information Systems Security Policy (NTISSP) No. 11. Subject: National Policy Governing the Acquisition of Information Assurance (IA) and IA-enabled Information Technology (IT) Products. All other IT systems should follow Federal Information Processing Standards (FIPS) PUBs on security standards and guidelines.
2.6.1.1 Defense in Depth Strategy

The Defense-in-Depth strategy described above should be implemented for the protection of all C4ISR components. A primary aspect for ensuring success regarding the Defense-in-Depth approach is to use high assurance IA hardware and software components.  Products, particularly Commercial-Off-The-Shelf (COTS), used to protect C4ISR components require level of assurance regarding security robustness.  Consequently, only products that have undergone formal evaluation and achieved an assurance rating commensurate with the level of data/information requiring protection should be implemented.  


Table 2‑3
 depicts the relationship between generic FORCEnet system functional areas and the DoD defense-in-depth focus areas.

Table 2‑3 Defense in Depth – MCA System Functional Area Relationship

	
	
	Notional MCA System Functions

	
	
	Sensor Functions
	Signal Processing Functions
	Mission Management Functions
	Infrastructure Functions
	External Interface Functions

	Defense in Depth Strategy Focus Area
	Defend The Computing Environment
	N/A
	Authentication Services
	Authentication Services
	Authentication Services
	Authentication Services

	
	
	
	Intrusion Detection
	Intrusion Detection
	Application Security
	Application Security

	
	Defend the Enclave Boundary
	Remote Access
	Firewalls
	Firewalls
	Firewalls
	Malicious Code Protection

	
	
	
	Guards
	Guards
	Guards
	

	
	
	
	Malicious Code Protection
	Malicious Code Protection
	Malicious Code Protection
	

	
	
	Multilevel Security
	Multilevel Security
	Multi-level Security
	Multi-level Security
	Remote Access

	
	
	
	Network Monitoring
	Network Monitoring
	Network Monitoring
	Network Monitoring

	
	Defend the Network and Infrastructure
	Anti-Jam Techniques
	LAN/WAN Availability
	LAN/WAN Availability
	LAN/WAN Availability
	LAN/WAN Availability

	
	
	Multiple Security Levels
	Multiple Security Levels
	Multiple Security Levels
	Multiple Security Levels
	Multiple Security Levels

	
	Supporting Infrastructures
	TRANSEC
	KMI/PKI
	KMI/PKI
	KMI/PKI
	KMI/PKI

	
	
	Intrusion Detection & Response
	Intrusion Detection & Response
	Intrusion Detection & Response
	Intrusion Detection & Response
	Intrusion Detection & Response


Defense-In-Depth focuses on three areas: People, Operations, and Technology. While the areas regarding people and operations are significant with respect to enhancing protection of C4ISR components, this section deals primarily with the technological aspect.  The technology portion of the Defense In-Depth strategy focuses on various levels of defense as listed below:

· Defend the Computing Environment

· Defend the Enclave Boundary

· Defend the Network and Infrastructure

· Supporting Infrastructures

The DoD approach is to provide capabilities that provide protect, detect, react, and revise (and recover) functionality in the deployment of IA solutions.  In addition, the DoD previously advocated a risk avoidance approach.  However, now that we have moved into the networking era, a risk management approach is being adopted.  This approach is required because of increasing DoD reliance on COTS products and the inherent risks involved in transferring data over Wide Area Networks, including the public Internet.  A risk avoidance approach would not be feasible (technically or budgetary) in today’s environment.  Examples of IA functionality for each respective area are depicted in Table 2‑4.

Table 2‑4 IA Functionalities

	
	Defense In Depth Focus Areas

	
	Defend the Computing Environment
	Defend the Enclave Boundary
	Defend the Network and Infrastructure
	Supporting Infrastructures

	Examples of IA Functionality
	Application Security
	Firewalls/Guards
	Wireless Network Security
	KMI/PKI

	
	Host-Based Detection
	Network Monitoring
	Secure Voice
	Detection & Response Capability

	
	Authentication Services
	Malicious Code Protection
	Multiple Security Levels
	


The reference documents for the Defense-In-Depth Strategy are as follows:

· Chairman of the Joint Chiefs of Staff Manual (CJCSM 6510.01) 30 March 2001

· Chairman of the Joint Chiefs of Staff Instruction (CJCSI 6510.01C), Preliminary Draft, 1 August 2000

· Information Assurance Technical Framework, Release 3.0, September 2000

2.6.1.2 Common Criteria

A standardized methodology for testing a wide range of technologies including operating systems, database management systems, firewalls, smart cards, telecommunications switches, network devices, and applications is provided via the Common Criteria (CC) for Information Technology (IT) Security Evaluation, ISO 15408.  The CC evaluation process uses a prescribed set of Evaluation Assurance Levels (EALs) that are internationally recognized and accepted by participating countries for depicting the security robustness of evaluated products.  At the present time, participating countries consist of France, Germany, United Kingdom, Canada, Netherlands, and United States.  Commonly used CC terminology referenced from the Common Criteria for Information Technology Security Evaluation, Version 2.1 is provided below:

· Target of Evaluation (TOE):  An IT product or system and its associated administrator and user guidance documentation that is the subject of an evaluation;

· Protection Profile (PP):  An implementation-independent set of security requirements for a category of TOEs that meet specific consumer needs;

· Security Target (ST):  A set of security requirements and specifications to be used as the basis for evaluation of an identified TOE.   

The following standard is mandated:  

ISO/IE 15408-1999, Information Technology-Security Techniques-Evaluation Criteria for Information Technology security (parts 1 through 3) 01 December 1999

The Common Criteria for Information Technology Security Evaluation, which is intended for three types of audiences (consumers, developers, and evaluators of secure IT systems and products), is comprised of three distinct parts:  

· Part 1, Introduction and General Model – Provides an introduction to the CC and defines general concepts and principles of IT security evaluation;

· Part 2, Security Functional Requirements – Presents functional components for standardizing the representation of applicable functional requirements for TOEs;

· Part 3, Security Assurance Requirements – Presents assurance components for standardizing the representation of applicable assurance requirements for TOEs; Defines evaluation criteria for PPs and STs, and presents a description of the EALs used in the CC scale for rating assurance.

Table 2‑5
, from the Common Criteria for Information Technology Security Evaluation, Version 2.1, depicts utility of each part of the CC to specific target audience groups.
Table 2‑5 Common Criteria Utilization for Respective Audiences

	CC Section
	Consumers
	Developers
	Evaluators

	Part 1
	Use for background information and reference purposes.  Guidance structure for PPs.
	Use for background information and reference for the development of requirements and formulating security specifications for TOEs.
	Use for background information and reference purposes.  Guidance structure for PPs and STs.

	Part 2
	Use for guidance and reference when formulating statements of requirements for security functions
	Use for reference when interpreting statements of functional requirements and formulating functional specifications for TOEs.
	Use as mandatory statement of evaluation criteria when determining whether a TOE effectively meets claimed security functions.

	Part 3
	Use for guidance when determining required levels of assurance.
	Use for reference when interpreting statements of assurance requirements and determining assurance approaches of TOEs.
	Use as mandatory statement of evaluation criteria when determining the assurance of TOEs and when evaluating PPs and STs.


Through the assignment of an EAL, it is possible to recognize the level of assurance afforded by a particular product that underwent evaluation.  The EAL scale consists of seven (7) levels, EAL1 through EAL7, with minimum and maximum assurance levels residing at EAL1 and EAL7, respectively.  EALs with corresponding descriptions are provided in Table 2‑6.

Table 2‑6 Common Criteria EAL Scale

	EAL #
	EAL Description

	EAL1
	Applicable where some confidence in correct operation is required and threats to security are not viewed as serious.  It will be of value where independent assurance is required to support the contention that due care has been exercised with respect to the protection of personal or similar information.

	EAL2
	Applicable in circumstances where developers or users require a low to moderate level of independently assured security in the absence of ready availability of the complete development record.

	EAL3
	Applicable in circumstances where developers or users require a moderate level of independently assured security, and a thorough investigation of the product or system and its development without substantial re-engineering.

	EAL4
	Applicable in circumstances where developers or users require a moderate to high level of independently assured security in conventional products or systems and are prepared to incur additional security-specific engineering costs.

	EAL5
	Applicable in circumstances where developers or users require a high level of independently assured security in a planned development and a rigorous development approach without incurring unreasonable costs attributable to specialist security engineering techniques.

	EAL6
	Applicable to the development of security products or systems for operation in high-risk situations where the value of the protected assets justifies the additional costs.

	EAL7
	Applicable to the development of security products or systems for operation in extremely high-risk situations and/or where the high value of the assets justifies the higher costs.  Practical application of EAL7 is currently limited to products or systems with tightly focused security functionality that is amenable to extensive formal analysis.


In addition to the seven discrete levels described above, it is possible to exceed the conditions for a specific EAL and meet some, but not all, of the requirements for next highest level.  In these cases, a notation regarding augmentation may be used to describe the assurance level. As an illustration, if an evaluated product met the requirements for EAL3 and several, but not all, for EAL4, its corresponding assurance rating may be stated as “EAL3 augmented.”

An association of Common Criteria EAL ratings with robustness levels of IA technical solutions may be referenced in the Information Assurance Technical Framework (IATF), Release 3.0 dated September 2000. This document describes the OSD Global Information Grid (GIG) policy that defines three levels (High, Medium, and Basic) of robustness for technical IA solutions in the Defense-in-Depth strategy. Assurance levels regarding IA products for each robustness level as defined by OSD GIG policy are provided in Table 2‑7 below for reference.
Table 2‑7 GIG-Recommended Robustness Levels

	Robustness Level (GIG Policy)
	Required Product Assurance

	High
	Products with a Common Criteria Rating of EAL5 or Greater

	
	Products evaluated and certified by NSA

	Medium
	Products with a Common Criteria Rating of EAL3 or Greater

	
	Products evaluated and validated by NSA

	Basic
	Products with a Common Criteria Rating of EAL1 or Greater

	
	Products evaluated and validated by NSA


2.6.1.3 IA Standards Mapping to Open Systems Interface (OSI) Model

Table 2‑8 presents a notional mapping of mandated and emerging IA standards to the OSI model. The complete lists of mandated and emerging IA standards are contained in Section 2.6.
 Table 2‑8 IA Standards Mapping to OSI Model

	OSI Layer
	Common Protocols
	IA Standards/Protocols

	Application
	· Dialup

· FTP

· PPP/SLIP

· Rlogin

· Telnet
	· FIPS PUB 112, Password Usage

· FIPS PUB 140-1, Cryptographic APIs

· FIPS PUB 180-1, Secure Hash

· FIPS PUB 185, Escrowed Encryption

· FIPS PUB 186-2, Digital Signature

· FIPS PUB 196, Entity Authentication w/PKI

· ITU X.509, Directory Authentication

· KMP, Key Management Protocol

· RFC 1510, Kerberos

· GSS API, Generic Security Services API

· RFC 1938, One-Time Password

· Secure Sockets Layer

	Presentation

&

Session
	· Directory           Service

· Email

· EDI

· WWW
	· FIPS PUB 180-1, Secure Hash 

· FIPS PUB 185, Escrowed Encryption

· FIPS PUB 186-2, Digital Signature

· FIPS PUB 196, Entity Authentication w/PKI

· ITU X.509, Directory Authentication

· KMP, Key Management Protocol

· RFC 1510, Kerberos

· GSS API, Generic Security Services API

· RFC 1938, One-Time Password

· Secure Sockets Layer

· MD4000501-1.52, FORTEZZA

· MD4002101-1.52, FORTEZZA

· Message Security Protocol

· IEEE P1003.1e, POSIX Protection

· IEEE P1003.2c, POSIX Shell and Utilities

	Transport

&

Network
	· ATM

· TCP/IP

· UDP
	· RFC 1825, IP Security Architecture

· RFC 1826, IP Authentication Header

· RFC 1827, IP Encapsulating Security Payload

· RFC 1828, IP Authentication Using Keyed MD5

· RFC 1829, ESP DEC-CBC Transform

· Transport Layer Security Protocol (SP4)

· BTD Security-01-ATM, ATM Security Specification

	Data Link

&

Physical
	· ATM

· Ethernet
	· Secure Data Exchange

· Standards for Interoperable LAN Security

· Security Protocol Layer 2


2.6.2 Mandated Standards

This section contains the mandatory IA standards for all C4ISR components.  The standards presented herein should be construed as minimal regarding the protection of C4ISR components.  These standards provide direction regarding product selection, and in some cases, implementation.  For instance, the mandated standards regarding connectivity of networks residing at different classification levels promotes secure interoperability, in addition to a decrease in the level of effort for seeking a viable solution. Compliance with mandatory standards presented herein will result in enhanced security of C4ISR components while reducing the time required for conducting research regarding architectural solutions.

Mandated standards identified here are based on those in the JTA, UCA, and DCID 6/3. However, where an apparent conflict arises, the FORCEnet TV shall be considered as controlling and hence more restrictive.  The implementation of more stringent information security standards, as appropriate, is encouraged to increase the level of protection for safeguarding C4ISR components.  The decision regarding incorporation of more stringent security may be based on factors such as level of threat, probability of exploitation, and cost of implementation. Additionally, the FORCEnet must reside within the Fleet networks structure called the Naval Integrated Information Networks (NIIN).  As such the FORCEnet TV must coexist within existing USN IA standards, as defined by OPNAV N64 and implemented by the Navy’s Program Office for IA (PMW-161). PMW-161 may supplement basic DoD IA requirements with additional high-assurance mandates, and could require additional IA security standards and practices such as those published by:

· International Standards Organization/International Electrotechnical Commission (ISO/IEC) – Joint Technical Committee 1, Subcommittee 27, IT security techniques

· INTERNET Engineering Task Force (IETF), Security Working Group

· American National Standards Institute (ANSI)

· Institute of Electrical and Electronic Engineers (IEEE)

· International Computer Security Association (ICSA)

· RSA Laboratories Inc., Public Key Cryptology Standards (PKCS)

· National Committee for Information Technology Standards (NCITS), Technical Committee T4, Information Security

· Center for Education and Research in Information Assurance and Security (CERIAS)

· National Institute of Standards and Technology (NIST), Information Technology Laboratory, Computer Security Division (893)

· General DoD Policies for Web Content

· <http://www.defenselink.mil/webmasters>


· DoD Mobile Code Policy

· <http://www.c3i.osd.mil/org/cio/doc/mobile-code11-7-00.html>


· DON Policy on the use of Extensible Markup Language (XML)

· <http://quickplace.hq.navy.mil/navyxml>


· DoD PKI Policy <http://www.c3i.osd.mil/org/cio/doc/may172001.pdf>


· Cookie/Privacy Policy <http://www.c3i.osd.mil/org/cio/doc/cookies.html>

· INFOSEC Web Site
<http://infosec.navy.mil>


· Public NMCI Web Site
http://www.nmci-isf.com <http://eds.com/nmci> 

· Other standards for consideration can be found



J2EE <http://java.sun.com/j2ee/>


· NET  <http://microsoft.com/net/>


· UDDI 2.0  <http://www.uddi.org/>

· http://www.oasis-open.org/committees/uddi-spec/


· Web Services  <http://webservices.org/>

· <http://www.xml.com/pub/a/2001/04/04/webservices>


· WSDL
<http://www.w3.org/tr/wsdl>  


· Section 508 Compliance  <http://www.section508.gov> 


There are hundreds of specific standards published by these and other organizations relating to information assurance; therefore, this document will not include the specific standards by number.

2.6.2.1 Information Processing Security Standards

Standards in this category relate to authentication services, application security, and host based detection.

2.6.2.1.1 Authentication Security Standards

Authentication is defined in the National Information Systems Security (INFOSEC) Glossary, NSTISSI 4009, as “security measure designed to establish the validity of a transmission, message, or originator, or a means of verifying an individual's authorization to receive specific categories of information.” Authentication techniques are used to validate an identity prior to granting access to restricted resources (e.g., network access, classified information).  Authentication devices include passwords, Personal Identification Numbers (PINs), biometric devices, and smart cards.

2.6.2.1.2 Password Security Standard

Incorporation of password authentication requires prudent dissemination and selection of passwords, timely updates, and protection from unauthorized disclosure.  Compromise of password information may result in detrimental consequences.  Poorly chosen passwords may be determined by unauthorized individuals in order to gain access to protected resources.  Passwords that use dictionary type words may be susceptible to “dictionary attacks” by hackers and crackers while those that relate to personal information such as names or birth dates may be vulnerable to intelligent supposition.  Even with properly chosen passwords, it is imperative that they be updated periodically.  In addition, disclosure of passwords to other individuals, including authorized system users, should be prohibited.  Recommendation regarding password composition, length, lifetime, storage, and distribution are provided in the DoD Password Management Guideline, CSC-STD-002-85, dated April 12, 1985.  However, for systems storing, processing or transmitting SCI data/information, password parameters and handling must be compliant with Section 10.5.2, Password Requirements, of Joint DoDIIS/Cryptologic SCI Information Systems Security Standards (JDCSISSS) dated March 1, 1998.  These requirements include, but are not limited to, a minimum password length of eight (8) characters, maximum lifetime of six (6) months, and alphanumeric composition. C4ISR components that use passwords for authentication and which store, process or transmit SCI data/information shall comply with: 
Section 10.5.2, Password Requirements, of Joint DoDIIS/Cryptologic SCI Information Systems Security Standards (JDCSISSS), March 1, 1998

FIPS PUB 112, Password Usage, National Institute of Standards and Technology (NIST), 30 May 1985. 

Although the mandated standard is applicable to C4ISR components that store, process or transmit SCI data/information, it is strongly recommended that the fundamental requirements contained within Section 10.5.2 of the JDCSISSS be applied to all C4ISR components that use password authentication, to include collateral and unclassified systems.


2.6.2.1.3 Encrypted Storage/Media Encryption

Encrypted storage or media encryption techniques can provide protection against unauthorized disclosure and/or modification of stored information.  Secure encryption of files during periods of storage and non-real-time decryption prior to processing is required for preserving confidentiality and integrity of classified data/information.  Due to the level of protection necessary for C4ISR data and information, only high assurance media encryption products should be used.  An example of a media encryption product certified by NSA for the protection of data classified at SECRET and below is the Remote Access Security Program (RASP) Secure Media™ for Windows NT 4.0, Version 1.0.  RASP Secure Media™ may be used to encrypt sensitive and classified data resident on desktop and laptop hard disk drives, as well as removable media.  Encryption may be applied to files associated with the operating system, applications, and user data. In conjunction with RASP Secure Access™ to safeguard data downloaded from SECRET networks.

FORCEnet Components storing data classified to SECRET shall implement NSA approved media encryption devices certified at or above the level of classification requiring protection for all non-volatile storage media

Note:  NSA approved products for protection of classified data to TOP SECRET, are currently being investigated.  A comparable standard is not presently mandated.

2.6.2.1.4 Operating System Security Standards

Security mechanisms and techniques generally inherent in operating systems relate to Identification and Authentication (I&A), Discretionary Access Control (DAC) and/or Mandatory Access Control (MAC), and session controls.  Due to the level of protection necessary for C4ISR information systems, only high assurance operating systems should be employed.  High assurance operating systems may be determined using the Common Criteria (CC) for Information Technology (IT) Security Evaluation, ISO 15408, evaluation methodology described in the introductory portion of the Information Security Standards section. Therefore:

FORCEnet information systems shall use operating systems with a Common Criteria Evaluation Assurance Level (EAL) commensurate with the level of information and data requiring protection
2.6.2.1.5 Cryptographic APIs

Cryptographic APIs (CAPIs) provide both a high-level and low-level interface to an application’s cryptographic services. An API is a common programming library that incorporates standard cryptographic functions, such as key generation; key disposal, block or stream cipher algorithms, public key algorithms, and message digest (hashing) algorithms.  Applications can use the functions in CAPI without knowing anything about the underlying implementation, in much the same way that an application can use a graphics library without knowing anything about the particular graphics hardware configuration.
As an example, the Microsoft CAPI provides services that enable application developers to add cryptography.  MS CAPI is available with all MS Windows 98, Windows NT 4.0, and Windows 2000 operating systems.

There are many other CAPIs, with associated software developer toolkits, such as the RSA BSafe Crypto C, SSL, and J products.  The Netscape web browser includes a cryptographic module with APIs. A common application that uses cryptographic APIs includes Microsoft Outlook for e-mail signing and S/MIME encryption.

Currently, these CAPIs are only used for encryption of unclassified information. But, applications using these functions are deployed on unclassified and classified DoD networks, such as Medium Grade Messaging and private web servers.  These applications use CAPI to provide the important e-mail digital signature functions mandated by DoD PKI policy.

FORCEnet cryptographic APIs must be certified as FIPS 140-2 Security Requirements for Cryptographic Modules, 25 May 2001, level 1, compliant.

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1-Section 6.4.2.5, page 70:

6.4.2.5(a) Mandated. If Fortezza services are used, the following standards are mandated: 

Fortezza Application Implementers’ Guide, MD4002101-1.52, 5 March 1996. [SUNSET] This standard will be deleted when GES can provide secure messaging confirmation, to include authentication, delivery and encryption.

Fortezza Cryptologic Interface Programmers’ Guide (CIPG), Revision 1.52, 30 January 1996. [SUNSET] This standard will be deleted when GES can provide secure messaging confirmation, to include authentication, delivery and encryption.
2.6.2.1.6 Mobile Code Services

As defined in a draft DoD (OSD-C3I) memorandum “Use of Mobile Code Technologies in Department of Defense (DoD) Information Systems:”

“Mobile code technologies include software modules obtained from remote systems, transferred across a network, and then downloaded and executed on a local system without explicit installation or execution by the recipient.”

Policies in this memorandum are currently under review by the Military Communications and Electronics Board.  In the most recent draft defined three categories of mobile code based upon risk.

· Category 1:  Mobile code technologies that exhibit a broad functionality allowing unmediated access to host and remote system services. 

Category 1 technologies have known security vulnerabilities with few or no countermeasures once access is gained.  ActiveX is an example of a Category 1 technology (e.g., all or none decision: execute with full access to all system services or don’t execute at all).

· Category 2:  Mobile code technologies that have full functionality allowing mediated access and environment-controlled access to host system services. 

Category 2 technologies may have known security vulnerabilities but also have known fine-grained, periodic, or continuous countermeasures or safeguards.  JavaÆË applets, Postscript, Visual Basic for Applications (VBA), Perfect Script, and Lotus Script are examples of Category 2 technologies.

· Category 3:  Mobile code technologies that support limited functionality with no capability for unmediated access to host system services. 

Category 3 technologies may have a history of known vulnerabilities, but also support fine-grained, periodic, or continuous security safeguards.  JavaScript, VBScript, PDF, and Shockwave/Flash are examples of Category 3 technologies.  Mobile code represents a powerful and rapidly expanding method of implementing Command and Control functions.  Because of its platform independence, mobile code is becoming a component of the GCCS-M.  C4ISR use of mobile code is expected to expand rapidly.  There are inherent risks associated with all mobile code.  Yet, all mobile code includes various layers of IA protections.

FORCEnet development will minimize the use of category 1 mobile code technologies, based upon risk management, capability required, and economic analysis.  Where necessary, all category 1 mobile code will be digitally signed using DoD PKI and using industry standard techniques such as Microsoft Authenticode(.

FORCEnet use of Java category 2 mobile code will include the COTS security model for (1) Sun Java( 2.0 (Security Code Guidelines February 2000) or (2) Microsoft J++ (Trust-Based Security for Java April 2000).  All MCS Java applets will be signed using Javakey, Signkey, or Authenticode technologies.

FORCEnet scripting languages will comply with EMCA-262/ISO-16262 standard scripting language or Netscape Javascript version 1.5.

FORCEnet web scripting services will comply with World Wide Web Consortium standard XHTML( 1.0, “The Extensible Hypertext Markup Language,” which is a reformulation of HTML 4 in XML 1.0, January 2000.

2.6.2.1.7 Human-Computer Interface Security Standards

User accountability, and enforcement thereof, is crucial to the protection of C4ISR components. Individuals whose activities include misuse or abuse of system resources should be held responsible for their actions.  Activation of system security auditing, in conjunction with independent third party review for anomalies, should be implemented for detection of unauthorized activities.  In order to ensure accountability of inappropriate system actions, users must be knowledgeable regarding their security responsibilities, as well as consent to network monitoring.  In addition to providing user agreements requiring acknowledgement via signature at the time of account activation, warning banners must be displayed to users during the login or entry stage into the system.  Furthermore, an acknowledgement of the content displayed including consent to monitoring should be required through depression of a key.  An ASD (C3I) memorandum, Policy on Department of Defense Electronic Notice and Consent Banner dated 16 January 1997 requires that all individuals attempting access to DoD information systems shall be provided sufficient notice of their security and privacy rights and responsibilities through the display of Component General Counsel approved warning banners.  Consequently:

All FORCEnet information systems shall display legally approved DoD warning banners in accordance with the ASD (C3I) memorandum, “Policy on Department of Defense Electronic Notice and Consent Banner, 16 January 1997

2.6.2.2 Information Transfer Security Standards

2.6.2.2.1  Cryptographic Services

Symmetric and/or asymmetric cryptographic services may be implemented for secure transfer of data/information internal to and between C4ISR components.  Symmetric cryptographic services use the same key for encryption and decryption while asymmetric cryptographic services uses two keys: a public key and a private key.  The public key is accessible to others while the private key is kept secret by the individual subscriber. Symmetric encryption operates faster than asymmetric encryption, however, asymmetric encryption provides non-repudiation through the incorporation of digital signatures.  The combination of symmetric and asymmetric techniques is used in protocols such as Secure Sockets Layer (SSL) and IP Security (IPSec).

2.6.2.2.2 Symmetric Cryptographic Services

Implementation of effective symmetric cryptographic operations necessitates various key management services:

· Registration – Enrollment process for individuals authorized to order key material

· Ordering – Request for key material

· Key Generation – Generation of symmetric key

· Distribution – Secure dissemination of key material to appropriate individual

· Re-key – Replacement of key material in a secure manner

· Accounting – Maintaining accountability regarding location and status of key material

· Compromise Recovery – Removal of compromised keys from future utilization in system

· Key Destruction – Secure obliteration of key material

· Real-Time Adjudication and Validation – Verification of subscriber credentials prior to gaining access to protected resources

FORCEnet components using symmetric key shall implement NSA Electronic Key Management System (EKMS) Standards

Note—JTA Release 6.0 Vol I-Section 6.7.2, page 74 makes a specific reference to the following:

SDN.903, revision 3.2, Secure Data Network System (SDNS) Key Management Protocol

(KMP), 1 August 1989.
EKMS is a distributed system that provides management services for electronic key material from ordering and generation through ultimate destruction.  Benefits of EKMS include increased security of key management functions, reduction in shipping, handling, storage, and destruction costs, in addition to improved responsiveness of key management processes.  Several EKMS standards relate to basic key management functions such as ordering, accounting, and key distribution, in addition to, communications and security.  In various cases, comprehension of functional standard documents is necessary prior to referencing the data standard documents.  Consequently, C4ISR components using EKMS shall comply with the following:

EKMS Key Material Ordering:
EKMS 206, Revision D, Ordering Functional Standard, 26 August 1998

EKMS 307, Revision E, EKMS Ordering Data Standard, 26 August 1998
EKMS Key Material Distribution:

EKMS 208, Revision D, EKMS Key Distribution Functional Standard, 17 April 1998

EKMS 302, Revision F, EKMS Key Distribution Data Standard, 28 April 1998 (Document is classified SECRET)

EKMS Item Accounting:

EKMS 209, Revision D, Accounting Functional Standard, 8 April 1998

EKMS 303, Revision F, EKMS Accounting Data Standard, 19 April 1999

EKMS Communications:

EKMS 215, Revision D, EKMS Communications Requirements Standard, 26 August 1998

EKMS Security:

EKMS 202, Revision B, EKMS Security Requirements, 16 April 1998

EKMS Interoperability: 

EKMS 308, Revision C, EKMS Data Tagging and Delivery Standard, 25 October 2000

EKMS 308, Appendix A, 30 October 2000

EKMS 308, U.S. National Appendix C, 15 March 2001 (Limited Releasibility)

2.6.2.2.3 Asymmetric Cryptographic Services

Asymmetric encryption that uses public and private keys for performing encryption and decryption is known as Public Key cryptography.  The architecture, organization, techniques, practices, and procedures that collectively support the implementation and operation of a public key cryptographic system serve as the Public Key Infrastructure (PKI).  PKI is an integral part of the DoD Defense In-Depth strategy.

PKI efforts currently include a DoD PKI for supporting SECRET and Unclassified efforts, NSA TOP SECRET/Special Intelligence (TS/SI) PKI for supporting Agency infrastructure and mission, and an IC PKI for providing interoperability among IC agencies.  As such, FORCEnet standards are provided for each respective PKI effort. C4ISR components using IC PKI services shall comply with:
Intelligence Community Certificate Policy (ICCP), Version 4.0, June 2000

C4ISR components using DoD PKI services shall comply with:
X.509 Certificate Policy for the United States Department of Defense, version 5.0, 15 December 1999

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1-Section 6.7.1.1, page 73:

ITU-T Recommendation X.509 (2000)/ISO/IEC 9594-8:2001, Information Technology – Open Systems Interconnection – The Directory: Public Key and Attribute Certificate Frameworks, 2001, with Technical Corrigendum 1:2002, and Technical Corrigendum 2:2002.
C4ISR components using NSA PKI services shall comply with:
NSA TS/SCI Public Key Infrastructure (NTS-PKI) Requirements Document, Version 1.6, 29 September 2000

2.6.2.2.4 Communications Security Standards

This section addresses the standards relating to security robustness of C4ISR interfaces to communications network hardware and software products used in C4ISR components. Security of C4ISR communications, both hardwired and wireless, is paramount to the protection of C4ISR data and information. In order to ensure Transmission Security (TRANSEC) of C4ISR data, NSA certified cryptographic equipment and algorithms shall be employed.

FORCEnet components interfacing to external communications networks (wired and/or wireless) shall use NSA approved cryptographic equipment and algorithms certified at or above the level of classification requiring protection 

 Examples of NSA approved products for ATM, SONET, IP, and CDL communications interfaces are provided below. 

ATM Networks—ATM is currently the primary OSI layer 2 architecture implemented afloat (NIIN). As ATM is deployed and mission critical services and data are used, ATM and the supporting infrastructure of network equipment, protocols, and architectures will become likely targets for adversaries.  In an effort to overcome some of the drawbacks and interoperability issues with current bulk encryption technologies, two Type 1 networking device encryptors have been developed under NSA contracts:  TACLANE (KG-175), IP and ATM based; and FASTLANE (KG-75), ATM only.  These encryptors provide access control, authentication, confidentiality, and data integrity for individuals or groups of users.  TACLANEs are more likely to be used in a tactical scenario because of size and mobility issues.  TACLANE ATM-IP operates at 45 Mbps for ATM networks and 7 Mbps for IP networks. TACLANE E100 operates at 100 Mbps for IP networks.  A TACLANE compatible “TACLANE Lite,” PC card size device is being considered for development.  The PC card version will support data rates from 1 to 45 Mbps.  The reduced size, weight, and power will allow greater tactical use. FASTLANE provides up to OC-12 ATM encryption capability and is approved for all levels of information.  FASTLANE allows the user to eliminate the need for leased lines often associated with bulk encryption products.  FASTLANE is currently available.

Synchronous Optical Network (SONET)—SONET allows for different types of formats to be transmitted on one line. The KG-189 is a SONET Type 1 encryptor that provides data confidentiality and traffic flow security for SONET links at rates of OC-12.  It provides transparent security services with out-of-band signaling for security specific processes.  The KG- 189 can be used in conjunction with TACLANE or FASTLANE to provide enhanced traffic flow analysis protection.

Common Data Link (CDL)—CDL is a full duplex data link for transmitting information collected by sensors and for providing a communications path for transmitting Command and Control information to sensors from processing terminals.  The FL uses a standard bandwidth of 200 kbps with an optional extended bandwidth of 10.71 Mbps while the RL consists of three possible modes of operation:  Narrow Band (10.71 Mbps), Medium Band (137 Mbps), or Wide Band (274 Mbps).  CDL is migrating toward the use of the KGV-135 to secure traffic, including key variables on the link.  The KGV-135 is an air-to-ground in-line encryption device that provides secure transfer of data between the platform and the ground station over the CDL.  The KGV-135 is backward compatible with the KGV-68.

Native IP and High-Speed (100 Base) and Gigabit (1000 Base) Ethernet—The overwhelming majority of existing shore-based network infrastructure is 100 Mbps Ethernet.  The next generation NIIN is moving toward a native IP network structure, implemented at OSI layer two using high-speed (100 Mbps) or Gigabit (1 Gbps) Ethernet. DoD movement from ATM to native IP and Ethernet matches the trend in industry to maintain a common network protocol from Local Area Network (LAN) through Wide Area Network (WAN).  As the Navy’s migration occurs, the C4ISR must follow the changes to this common and lower cost infrastructure.  There are high speed IP based Type one cryptographic devices currently under development.  General Dynamics is developing a TACLANE E100 for Fast Ethernet (100Base) applications.  Current TACLANEs will be upgradeable to the E100 version.  Motorola is developing a new Network Encryption System (NES) version which will operate at Fast Ethernet speeds and be backward compatible with the 3.5Mbps legacy NES.  NSA is currently researching Gigabit Ethernet encryption and developing a prototype device with ultimate plans to transition the technology to industry for full-scale development.  Additionally, the common OSI network layer three for these services is the Internet Protocol (IP).  The common security mechanism for native IP systems is IPSec/IKE, as described under various Request for Comments (RFC) published by the IETF.

2.6.2.2.5 Firewall Security Standard

The fundamental function of a firewall is to provide security by restricting the flow of information between two networks.  High assurance firewalls when configured properly can minimize the likelihood of network penetration, as well as successful denial of service attacks by external sources.  Consequently, selection of a firewall product is paramount to the protection of all networks.  Due to the level of protection necessary for C4ISR components, only high assurance firewall products should be employed. High assurance firewall products may be determined using the Common Criteria (CC) for Information Technology (IT) Security Evaluation, ISO 15408, evaluation methodology described in the introductory portion of the Information Security Standards section.  Therefore:

FORCEnet components interfacing to external communications networks (wired and/or wireless) shall use NSA approved cryptographic equipment and algorithms certified at or above the level of classification requiring protection 

2.6.2.2.6 Multiple Level Security (MLS) Standards

Interconnection of systems residing at differing classification levels requires the implementation of security mechanisms in order to ensure that higher classification information and data does not get disclosed to individuals residing on the lower classification network.  This dilemma is addressed by the Secret and Below Interoperability (SABI) effort.  The SABI effort was mandated in a memorandum dated 20 March 1997 by the Assistant Secretary of Defense for Command, Control, Communications and Intelligence ASD (C3I).  In this memorandum, implementation of the SABI effort was delegated to NSA and Defense Information System Agency (DISA) with oversight provided by the Joint Chiefs of Staff, J6 Command, Control, Communications, and Computer Systems Directorate.  In addition, NSA and DISA were delegated to provide system security engineering support to the Combatant Commanders, Services, and Agencies regarding site-specific SABI implementations.

A significant aspect of SABI is the SABI Referenced Implementation (SRI), which contains a list of NSA approved devices for interconnecting SECRET and UNCLASSIFIED systems.  The SRI is accessible via Secret Internet Protocol Router Network (SIPRNet) by visiting the URL, (http://iase.disa.smil.mil) and selecting the hyperlink button for SABI.  At the current time, the most recent SRI is dated December 1998, however, a newer version is expected in the near future.

A similar effort regarding the interconnection of TOP SECRET/SCI systems with lower classification systems is addressed through Top Secret and Below Interoperability (TSABI).  Analogous to the SRI, a TSABI Referenced Implementation (TRI) will supply accredited products for interconnection of TS/SCI and below networks.  At the current time, the SRI serves as the TRI since one has not been published, however, one is expected in the near future.  C4ISR components using MLS and/or connecting to systems of higher/lower levels of classification shall comply with the following:
Interconnection of FORCEnet components at the SECRET level to networks at the UNCLASSIFIED level requires the use of a solution listed in the SABI Referenced Implementation (SRI)

Note: NSA approved products for protection of data classified to TOP SECRET are currently being investigated.  A comparable standard is not presently mandated.

2.6.2.2.7 Private Web Services

Private web services are World Wide Web services that restrict (or attempts to restrict) public access to the web server or any portion of the web server.  The Navy is rapidly implementing:

FORCEnet private web servers must comply with NAVADMIN 110/00 requirements by June 2000.

FORCEnet private web servers will implement Netscape Secure Sockets Layer (SSL) Protocol  ver 3.0, Transport Layer Security (TLS, IETF RFC-2246 ), or Secure Hypertext Transfer Protocol (S-HTTP, IETF RFC-2660) requiring dual certification exchange access control 18 November 1996.

FORCEnet web services, private or public, will comply with ISO 8879, Information Processing Systems – Text and Office Systems – Standard Generalized Markup Language (SGML) and World Wide Web Consortium standard XHTML( 1.0, “The Extensible Hypertext Markup Language,” which is a reformulation of HTML 4 in XML 1.0, January 2000.

Where applicable, MCS web services will use Signed Document Markup Language (SDML) in MCS web-based applications matching the W3C SDML business model targets, using DoD PKI X.509v3 certificates.
2.6.2.2.8 Data Labeling

Data labeling permits standard communications devices such as routers, guards, and servers to transfer data based on a set of rules that the label determines.  There are currently no mandated standards for this service.

2.6.2.2.9 Physical Security Standards

C4ISR platforms that store, process or transmit SCI data/information must be compliant with physical security controls contained in DCID 1/21, Physical Security Standards for Sensitive Compartmented Information Facilities (SCIFs) approved 30 January 1994 by the Director of Central Intelligence (DCI). DCID 1/21 in its entirety contains Annexes A through G. Annex C, Tactical Operations/Field Training, is particularly significant. Annex C consists of three parts with each corresponding to a specific mode of tactical operation. Part I (ground operations) addresses Tactical SCIFs (T-SCIFs) which may consist of vehicles, trailers, shelters, bunkers or tents. Part II (aircraft/airborne operations) provides physical security procedures for aircraft, and Part III (ship borne operations) contains information regarding Shipboard SCIFs (S/SCIFs). 

FORCEnet components that store, process or transmit SCI data/information shall comply with DCID 1/21, Physical Security Standards for Sensitive Compartmented Information Facilities

2.6.2.2.10 TEMPEST

TEMPEST deals with compromising emanations from information processing equipment.  TEMPEST policy and standards originate with a multi-agency entity known as the TEMPEST Advisory Group (TAG) which consists of TEMPEST professionals from 20 U.S. government agencies and departments.  Documents drafted by the TAG are sent via the National Security Telecommunications and Information Systems Security Committee (NSTISSC) to the Director, NSA (DIRNSA), who serves as the National Manager for all TEMPEST matters in the U.S. Government.  TEMPEST policy allows Certified TEMPEST Technical Authorities (CTTAs) to make authoritative decisions regarding specific situations. The rationale is to rely on the knowledge and judgment of the CTTA regarding a particular situation rather than mandating a TEMPEST policy that would encompass each and every possible scenario.  All C4ISR components should comply with the TEMPEST guidelines in Section 3, Physical Services.

2.6.2.2.11 Electromagnetic Interference/Electromagnetic Compatibility (EMI/EMC)

EMI is the contamination or disruption of information being processed by electronic components or devices due to spurious signals or electromagnetic fields generated by neighboring components or systems.  EMC refers to the capability of electronic equipment and systems to operate without failure or degradation of performance in a prescribed operational environment.  EMC should be considered with respect to a system's internal compatibility, as well as with its performance in relationship to external systems.

As an example of EMI significance, cryptographic based systems with cryptographic modules that are subject to failure or degradation of service due to inadequate EMC characteristics would be detrimental. EMC requirements for cryptographic modules are provided in FIPS PUB 140-1 entitled Security Requirements For Cryptographic Modules.  According to FIPS PUB 140-1, cryptographic modules must comply with EMC requirements specified by FCC Part 15, Subpart J, Class A for Security Levels 1 and 2, and FCC Part 15, Subpart J, Class B for Security Levels 3 and 4.  Security Level 1 is the least stringent while Security Level 4 is the most.  C4ISR conformance with FIPS 140-1 for cryptographic modules is encompassed in the mandated standards contained within this section; however, further EMC adherence for C4ISR components may be referenced below. 

All FORCEnet components should comply with the TEMPEST guidelines in the  TEMPEST Physical Services.  http://www.tempest-eng.com/services.htm
For additional information on EMC/EME guidance, see Appendix C.

2.6.2.3 Certification and Accreditation

The Certification and Accreditation (C&A) process entails a comprehensive evaluation of technical and non-technical security features of a system for a particular instantiation in order to determine its compliance with specified security requirements, as well as formal declaration by appropriate C&A authorities regarding approval/disapproval of system operation.  Formal approval of system operation should stipulate the acceptance of any residual risk(s). 

A standardized process regarding C&A of DoD IT systems is mandated in DoD Instruction 5200.40, DoD Information Technology Security Certification and Accreditation Process (DITSCAP), dated December 30, 1997 and 8510.1-M, “DITSCAP APPLICATION MANUAL” 31 July 2000.  According to paragraph 2.1 of DoD Instruction 5200.40, “DITSCAP Applies to the OSD, the Military Departments, the Chairman of the Joint Chiefs of Staff, the Combatant Commands, the Inspector General of the Department of Defense (IG, DoD), the Defense Agencies, and the DoD Field Activities (hereafter referred to collectively as “the DoD Components”), their contractors, and agents.”

The DITSCAP consists of four phases with the second through fourth phases relying heavily on the content contained within the System Security Authorization Agreement (SSAA) created during the initial phase.  The SSAA is a formal agreement between the Designated Approving Authority (DAA), the Certification Authority (CA), the user representative of system, and the Program Manager and is used throughout the entire DITSCAP to guide actions, document decisions and level of effort, specify security requirements, and identify potential solutions.  Each of the DITSCAP phases with accompanying descriptions are provided below:

· Phase 1, Definition – Document system mission, environment and architecture; identify potential threat sources; define security requirements and level of effort required for C&A; identify DAA and CA; generate and complete an SSAA.

· Phase 2, Verification – Verify system compliance with previously agreed security requirements documented in the SSAA.

· Phase 3, Validation – Validate compliance of fully integrated system with information contained in the SSAA.

· Phase 4, Post Accreditation – Monitor operation and management of system to ensure acceptable level of risk is not exceeded; conduct periodic reviews regarding compliance with security requirements.

The four phases of the DITSCAP must be repeated for each new C&A effort. C4ISR components shall be certified and accredited in accordance with the following:
DoD Instruction 5200.40, Defense Information Technology Security Certification and Accreditation Process (DITSCAP), dated 30 December 199; 1997 and 8510.1-M, “DITSCAP APPLICATION MANUAL” 31 July 2000

Under its role as the Navy’s Certification Authority (OPNAVINST 5239.1), PMW-161 will:

Provide high-level oversight and standardization for the System Certification and Accreditation process for all Service, Joint, development, and acquisition programs across the Navy.

Advise program managers and DAAs in their responsibility to assign a capable Certification 

Agent responsible for completing the certification and accreditation process in accordance with the DoD Information Technology Security Certification and Accreditation Process (DITSCAP).  Additionally, the following certification and accreditation authority requirements shall be complied with:
CNO N643 is the US Navy Senior Information Systems Security Manager (SISSM) with authority as the Navy principal DAA for collateral/GENSER classified and sensitive-but-unclassified (SBU) information systems.

CNO (N89) is the DAA for all Special Access Programs (SAP).

Director, Office of Naval Intelligence is the DAA for all Sensitive Compartmented Information (SCI) programs.

Commander, Naval Security Group Command, is the DAA for all cryptologic systems and networks.

SPAWAR PMW-161 is the Navy certification authority.
C4ISR system developers and program offices should consult SPAWAR PMW-161 early in any C4ISR system development to ensure compatibility with the Navy IA requirements.

2.6.3 Emerging Standards

This section lists emerging information assurance standards currently being monitored by the FORCEnet TV Working Group for possible inclusion in future revisions.

2.6.3.1 Information Processing Security Standards

Emerging standards in this area include standards in the areas of distributed computing and software engineering security.

2.6.3.1.1 Software Engineering Services Security

In the domain of Information Systems Security Software Engineering, the Trusted Capability Maturity Model (TCMM) is an integrated reference model derived from the software assurance principles contained in the Trusted Software Methodology (TSM) and software process improvements described in the Software Engineering Institute’s Capability Maturity Model (CMM).

 Trusted Capability Maturity Model (TCMM)—TCMM is an integrated reference model derived from the software assurance principles contained in the Trusted Software Methodology (TSM) and software process improvements described in the Software Engineering Institute’s CMM.

2.6.3.2 User Authentication Standards

2.6.3.2.1  Biometrics

A fundamental security challenge in virtually all systems is that of identification and authentication. Biometrics offers some technical advantages over most current solutions.  Only biometrics can reliably identify an authorized user.  Other identification schemes identify a user as a person with an authorized login and password or as a person with an authorized security token.  While they are fairly secure, passwords and security tokens can be compromised. 

Fingerprints, voiceprints and retina prints are less susceptible to compromise

Biometrics is the statistical analysis of biological observations and phenomena.  Biometrics identity verification systems use biometrics as a method for recognizing a person by measuring one or more specific physiological or behavioral characteristics, with the goal of distinguishing that person from all others.  Biometric devices must be based upon a characteristic that differs in a measurable way for each user.  Many characteristics meet these criteria including iris scans, hand geometry, Deoxyribonucleic Acid (DNA), facial recognition, and multiple fingerprint verification biometrics.

Biometric applications are coming into use in the commercial and the civilian sectors of the federal and state governments.  Current military applications are sparse and appear to center more on use in fixed facilities as opposed to purely tactical applications.  However, as the technology matures, several tactical applications are likely to arise for biometrics.  An important emerging standard is:

· BioAPI™, published by the BioAPI™ Consortium

2.6.3.2.2 Security Tokens Interfaces

Security Tokens Interfaces deal with the interface between security tokens and target systems.  PKCS #11, also known as Cryptoki, is a low-level token interface that defines the arguments and results of various cryptographic algorithms.  PKCS #11 also specifies certain objects and data structures which the token makes available to the application.  PKCS #11 interfaces directly with the cryptographic tokens and is therefore the logical place for functions that allow user authentication and administrative control of the token.

Cryptoki is an OS independent abstract token interface that defines the arguments and results of various algorithms.  Cryptoki also specifies certain objects and data structures which the token makes available to the application.  Cryptoki interfaces directly to cryptographic tokens, and is thus the logical place for functions that allow user authentication (e.g., logon or PIN entry) and administrative control of the token.  It is appropriate for use by developers of cryptographic devices and libraries.  Cryptoki was developed by RSA Labs and it is a member of their family of PKCS.  Continuing development of Cryptoki will be accomplished by the PKCS #11 workshops sponsored by RSA Labs and held annually for all interested parties.  The PKCS #11 is being evaluated.

· “PKCS #11:  A Cryptographic Token Interface”, Version 2.0, RSA Laboratories, 1 July 1997

2.6.3.2.3 Secure Distributed Computing Services

Secure Distributed Computing services offer an advantage over a single end user log-in as they can provide network-wide access.  These services include: Registering Security Objects, Secure Single Sign-on, and Trusted Object Request Brokers (ORBs).

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1-Section 6.4.1.7, page 59:

This service identifies the standards to be used when security is required in association with distributed computing. Distributed computing allows various tasks, operations, and information transfers to occur on multiple physically or logically dispersed computer platforms.

Distributed Computing Environment (DCE) Authentication and Security Specification C311, August 1997, is a draft Open-Group Specification for DCE.

The Common Object Request Broker Architecture (CORBA) Security Services define a software infrastructure that supports access control, authorization, authentication, auditing, delegation, non-repudiation, and security administration for distributed-object-based systems. This infrastructure can be based on existing security environments and can be used with existing permission mechanisms and login facilities. The key security functionality is confined to a trusted core that enforces the essential security policy elements. Since the CORBA Security Services are intended to be flexible, two levels of conformance may be provided. Level 1 provides support for a default system security policy covering access control and auditing. Level 1 is intended to support applications that do not have a default policy. Level 2 provides the capability for applications to control the security provided at object invocation and also for applications to control the administration of an application-specific security policy. Level 2 is intended to support multiple security policies and to provide the capability to select separate access control and audit policies.

6.4.1.7(a) Emerging. The following standards are emerging:

– OMG document formal/01-03-08, Security Services Specification, Version 1.7, March 2001.
2.6.3.2.4 Registering Security Objects

A computer security object is a resource, tool, or mechanism used to maintain a condition of security in computerized environments.  Registering security objects allows organizations the ability to achieve further interoperability by using a common set of tools and techniques in the area of computer security.

 NISTIR 5308 “General Procedures for Registering Computer Security Objects” defines generic administrative procedures for the registration of Computer Security Objects.

2.6.3.2.5 Secure Single Sign-On

The number of applications and platforms that users need to access is becoming a major problem. Information system users are overwhelmed by the number of identifications, user IDs, and passwords they must remember to do their jobs.  Additionally, the associated security administrators’ workload is increasing.

One solution to this problem is Secure Single Sign-On (SSSO) is the ability to access multiple computer systems or networks after logging in once with a single user ID and password.  Moreover, products that claim to provide SSSO should also provide the following functions:

· A single point of user registration and password synchronization across many platforms that allows users to identify themselves

· Distributed authentication and authorization services

· Support for a variety of different security mechanisms

2.6.3.2.6 Trusted Distributed Objects Computing

A trusted ORB is a middleware technology that manages communication and data exchange between objects in a trusted manner.  ORBs promote interoperability of distributed objects systems by transparently managing the communications between objects.  An ORB provides a directory of services and helps establish connections between clients and these services.  Security service and Common Secure Interoperability (CSI) levels for CORBA ORBs have been defined by the OMG and should be referenced for inclusion into C4ISR components when CORBA technologies are being used.  A standard for ORB security has not yet been established.  However, CORBA security standards continue to emerge into formal, implementable standards.  These developments will be continuously monitored for incorporation into the FORCEnet as they mature.
· Joint Revised Submission CORBA/FIREWALL Security, OMG document orbos/98-05- 04

· OMG, CORBA Security Service 2.0

· ECMA TR/46 – Security in Open Systems – A framework   ISO 9498-2 (CCITT X.800) – OSI Security Architecture
· POSIX 1003.22/D0 Draft Guide for POSIX Open Systems Environment–A Security Framework, Jul 1993

· X/Open Distributed Security Framework (XDSF) Draft 2 February 1994

2.6.3.2.7 Trusted Databases

Conventional Database Management Systems (DBMS) do not recognize different security levels of data they store and retrieve.  Most treat all data at the same security level.  Trusted DBMS schemes provide a means of maintaining a collection of data with mixed security levels.  The access mechanisms allow users or programs with different security clearance levels to store and retrieve only data classified at or below their level. 

 The Common Criteria Commercial DMS Protection Profile specifies security requirements for database management systems in organizations where there are requirements for protection of the confidentiality, integrity, and availability of information stored in the database.  It also specifies necessary elements for Trusted Databases, Commercial Database Management System Protection Profile (CDBMS PP), Oracle Inc, (draft).5

2.6.3.2.8 Security Support APIs

Security Support APIs (SSAPIs) provide a high-level interface to the authentication, integrity, confidentiality, and non-repudiation services that are built into an application and that are layered on top of an application.  SSAPI is modeled after the Generic Security Services (GSSAPI), though with more of a “Windows” style.  It provides mutual authentication, message privacy, and message authentication. It is connection oriented, thus it is used for such protocols, defined by Microsoft as “SChannel”, SSL and WinPCT.  It also supports other mechanisms:

NTLM, DPA, and Kerberos. The following emerging standards address the best of breed approaches to this issue:
· RFC 2078, “Generic Security Service Application Program Interface,” Version 2, Jan 1997

· Internet Draft, “Independent Data Unit Protection Generic Security Service Application Program Interface,” (IDUP-GSS-API) 28 Mar 97

· X/Open Snap Shot Specification S307 – Generic Security Service API (GSS-API) Security Attribute and Delegation Extensions

· “Common Security Services Manager Application Programming Interface (CSSM-API)”, Draft 2.0, Intel Architecture Labs, 16 June 1997

2.6.3.3 Information Transfer Security Standards

Emerging standards in this area include standards in the areas of cryptographic services, network security, and audit services.

2.6.3.3.1  Symmetric Cryptographic Modules

Currently, there are no emerging standards for Symmetric Cryptographic Modules.

2.6.3.3.2  Public Key Infrastructure Standards

Emerging standards related to PKI include several Public Key Cryptography Standards (PKCS) by RSA Laboratories, a division of RSA Data Security, Inc.  These standards were produced in collaboration with secure system developers worldwide.

· IETF RFC 2437, PKCS #1: RSA Cryptography Specifications, Version 2.0, October 1998

· IETF RFC 2315, PKCS #7: Cryptographic Message Syntax, Version 1.5, March 1998

· IETF RFC 2986, PKCS #10: Certification Request Syntax Specification, Version 1.7, November 2000

· PKCS #11: Cryptographic Token Interface Standard, Version 2.0, April 1997

· PKCS #12: Personal Information Exchange Syntax Standard, Version 1.0, June 1999

· PKCS #15: Cryptographic Token Information Format Standard, Version 1.0, April 1999

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. I1-Sectioin 6.7.1.1, page 65:

This section provides mandated and emerging standards for PKI Certificates.

6.7.1.1(a) Emerging. The DoD medium-assurance certificate profile implements the Federal PKI certificate profile, which in turn implements the Internet Engineering Task Force (IETF) profile, which in turn implements the ITU-T X.509 profile. Emerging certificate profile standards are:

– IETF RFC 2459, Internet X.509 Public Key Infrastructure Certificate and CRL Profile, January 1999, as profiled by TWG-98-07.

– TWG-98-07, DoD Certificate Policy, Version 6, 31 May 2002.

6.7.1.2 PKI Operational Protocol and Exchange Formats The following paragraphs address standards for PKI operational protocol and exchange formats.
6.7.1.2(a) Emerging. Operational protocols deliver certificates and certificate revocation lists (CRLs) to certificate-using systems. The medium-assurance pilot uses IETF RFC 2559, a profile of IETF RFC 1777, Lightweight Directory Access Protocol, version 2, (LDAPv2), as its operational protocol. The following operational protocol is emerging:

– IETF RFC 2559, Internet X.509 Public Key Infrastructure Operational Protocols: LDAPv2, April 1999.

Certificates and CRLs are stored in LDAP servers, which are accessed by certificate-using systems through LDAPv2. IETF RFC 2587 specifies the minimal schema required to support certificates and CRLs in an LDAP server. An emerging standard for LDAP PKI servers is:

– IETF RFC 2587, Internet X.509 Public Key Infrastructure LDAPv2 Schema, June 1999. Certificates, private keys, and other personal data must be protected when they are moved between computers or removable media, such as smart cards or floppy disks. For secure or authenticated exchange of such personal data, the following standards are emerging:

– RSA Laboratories Public Key Cryptography Standard #12, v1.0: Personal Information Exchange Syntax Standard, RSA, 24 June 1999.
2.6.3.3.3  Network Security Standards

National level policy regarding the acquisition of COTS network products is currently transitioning into mandatory doctrine. NSTISSP No. 11, entitled National Policy Governing The Acquisition of Information Assurance (IA) And IA-Enabled Information Technology (IT) Products dated January 2000, provides recommended acquisition criteria options effective 1 January 2001 with mandatory implementation by 1 July 2002.  Network products used in systems that enter, process, store, display or transmit national security information are subject to this policy.  The acquisition criteria options are as follows:

· The International Common Criteria for Information Security Technology Evaluation Mutual Recognition Arrangement

· The NSA/NIST National Information Assurance Partnership (NIAP) Evaluation and Validation Program

· The NIST FIPS Validation Program

Consequently, acquisition of IA products for C4ISR networks will eventually be governed by the following emerging standard.

Acquisition of IA COTS products used in C4ISR components, not already governed by a FORCEnet standard stipulating a Common Criteria Evaluation Assurance Level (EAL) or NSA approved product, shall be in accordance with NSTISSP No. 11, National Policy Governing The Acquisition of Information Assurance (IA) And IA-Enabled Information Technology (IT) Products dated January 2000.

In some cases, the selection of network products is mandated by FORCEnet standards that require Common Criteria evaluation or NSA approval.  These standards are more stringent than the acquisition requirements stated within the National level policy, and consequently, would take precedence as stated above.
2.6.3.3.4 Audit Services and Anti-Virus Product Criteria

Audit Services assist in protecting enterprise-computing environments against unauthorized access, ensure privacy of data, and guard against theft of intellectual property.  In terms of the DoD Defense in Depth concept, Audit Services are critical to the detection portion of DoD’s defensive strategy. Audit Services monitor, record, and in some cases, react to a wide variety of malicious actions performed by either an insider or outsider.  The following Audit Services standards are being monitored for possible inclusion in the FORCEnet TV:

· RFC 2574, User-based Security Model (USM) for Version 3 of the Simple Network Management Protocol (SNMPv3)

· RFC 2021, Remote Network Monitoring 2 (RMON2)

Perimeter Scan Services. These services deal more with active measures to determine the vulnerabilities of a system Anti Virus Product Criteria. Criteria regarding selection of anti-virus products for use in C4ISR components will be in accordance with NSTISSP No. 11, National Policy Governing The Acquisition of Information Assurance (IA) And IA-Enabled Information Technology (IT) Products dated January 2000 as previously described.

2.6.3.3.5 Intrusion Detection Services

A major step toward increasing security has been the evolution of intrusion detection and response technology. Intrusion detection is a passive process of collecting and reviewing event records and other indicators, in real-time or near real-time, to identify possible misuse of the corporate network resources. Intrusion detection systems (IDS) are an emerging set of products that seek to automate the detection and elimination of intrusions.

Effective intrusion detection systems identify both insider and outsider threats.  The common threats include both intrusion and misuse.  Current IDS technologies use pattern matching and log event keyword recognition. Developing IDS technologies are expanding to include anomaly criteria.

Intrusion detection mechanisms operating at the transport layer have visibility into the contents of transport packets (e.g., TCP packets) and are able to detect more sophisticated attacks than mechanisms that operate at the network layer.  Intrusion detection mechanisms operating at the network layer have visibility only into the contents of network packets (e.g., IP packets) and are thus only able to detect attacks that are manifested at the network layer (e.g. port scans.).   Intrusion Detection mechanisms can also be operated at the host level to detect unauthorized access to files on servers (web, mail, DNS, etc.).

The follow Internet Engineering Task Force (IETF) drafts describe evolving developments in IDS-related messaging.  Developers shall give preference to IDS-related messaging that complies with these IETF drafts:
· IETF Draft - Intrusion Detection Message Exchange Requirements – Oct 1999

· IETF Draft - Intrusion Detection Exchange Format – Mar 2000

· IETF Draft – Intrusion Alter Protocol – Mar 2000

· IETF Draft - Intrusion Detection Message Exchange Format Extensible Markup Language (XML) Document Type Definition – September 2001

· IETF Draft – Intrusion Detection Exchange Protocol – September 2001

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section 6.7.3.2, page 67:

The following standards for Intrusion Detection devices are emerging:

– Intrusion Detection System Analyzer Protection Profile, Draft 3, IATF, 15 September 2000.

– Intrusion Detection System Sensor Protection Profile, Draft 3, IATF, 15 September 2000.

– Intrusion Detection System Scanner Protection Profile, Draft 3, IATF, 15 September 2000.

For intrusion detection standards, see http://csrc.nist.gov/cc/pp.

6.7.3.2 Intrusion Detection Communications Protocol

The Intrusion Detection Exchange Protocol (IDXP) is an application-level protocol for exchanging data between intrusion detection entities. IDXP supports mutual-authentication, integrity, and confidentiality over a connection-oriented protocol. The protocol provides for the exchange of Intrusion Detection Message Exchange Format (IDMEF) messages, unstructured text, and binary data.

6.7.3.2(a) Emerging. The following Intrusion Detection Communications Protocol standard is

emerging:

– draft-ietf-idwg-beep-idxp-04.txt, Intrusion Detection Exchange Protocol (IDXP), 11 September 2001.

6.7.3.3 Intrusion Detection Message Exchange Format The IDMEF is intended to be a standard data format that automated IDS can use to report alerts about events that they deem suspicious. The development of this standard format will enable interoperability among commercial, open source, and research systems, allowing users to implement heterogeneous IDS across their network infrastructures.

6.7.3.3(a) Emerging. The following Intrusion Detection Message Exchange Format standard is emerging:

– draft-ietf-idwg-idmef-xml-06.txt, Data Model and Extensible Markup Language (XML) Document Type Definition, 18 September 2001.
2.6.3.4 Other IA technologies and applications

The FORCEnet TV WG will monitor a number of other emerging IA technologies to determine their value and applicability to the protection of C4ISR.  Some of these technologies include:

· Smart Cards, including the DoD Common Access Card (ISO 7816)

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section CS 6.1.1, page 82:

The standards for both contact and contactless Smart Cards are still evolving and being specified. ISO 7816 series is for contact Smart Cards while ISO 14443 and 15693 specify the standards for various types of contactless Smart Cards. The following Smart Card standards are emerging:

 – ISO/IEC 7816-8:1999, Identification cards – Integrated circuit(s) card with contacts – Part 8, Security architecture and related interindustry commands.

– ISO/IEC 7816-9:2000, Identification cards – Integrated circuit(s) card with contacts – Part 9: Enhanced interindustry commands.

– ISO/IEC 7816-10:1999, Identification cards – Integrated circuit(s) card with contacts – Part 10: Electronic signals and answer to reset for synchronous cards.
– ISO/IEC CD 7816-11:2000, Identification cards – Integrated circuit(s) card with contacts – Part 11: Personal verification through biometric methods in integrated circuit cards.

– ISO/IEC CD 7816-15:2000, Identification cards – Integrated circuit(s) card with contacts – Part 15: Cryptographic information application.

– ISO/IEC 15693-1:2000, Identification cards – Contactless integrated circuit(s) – Vicinity cards – Part 1: Physical characteristics.

– ISO/IEC 15693-2:2000, Identification cards – Contactless integrated circuit(s) – Vicinity cards – Part 2: Air interface and initialization, with Technical Corrigendum 1:2001.

– ISO/IEC 15693-3:2001, Identification cards – Contactless integrated circuit(s) – Vicinity cards – Part 3: Anticollision and transmission protocol.

· Workstation (personal) firewalls

· Wireless Encryption Protocol (WEP)

· Secure Directory Services

· Transport Layer Security, including Secure Sockets Layer

· DNSSec

· Secure routing and switching

· Voice over IP (H.120) including encryption and voice encoders

· Authenticating firewalls

· Advanced Encryption Standard (AES)
JTA Release 6.0 dated October 3, 2003; Vol. 1I Section 6.4.2.1 page 60 targets this standard as emerging:

The following standard is emerging for encryption of sensitive but unclassified (SBU) data:

– FIPS PUB 197, Advanced Encryption Standard (AES), 26 November 2001.
2.7 Information Transfer Standards

2.7.1 Introduction

Data needed

2.7.1.1   Purpose

Information transfer standards and profiles are described in this section. These standards promote seamless communications and information-transfer interoperability for maritime systems.

2.7.1.2 Scope

This section identifies the information-transfer standards required to support information transfer interoperability. These services include VTC, facsimile, GPS, imagery dissemination, networking, and network and systems management services for data communications and telecommunications. Additionally, emerging technologies that should be monitored for future extension of information-transfer capabilities are identified. Security standards are addressed in Section 2.6.2.1.

2.7.1.3 Background

The standards are drawn from widely accepted commercial standards that meet DoD requirements with particular reference to those standards emphasized in the JTA.

2.7.2 Mandated Standards

This subsection identifies the mandatory standards, profiles, and practices for information transfer. Each mandated standard or practice is clearly identified on a separate bulleted line and includes a formal reference that can be included within RFPs or SOWs.

2.7.2.1 End-System Standards

This section addresses standards for the following types of end-systems: host, VTC, facsimile, and GPS.

2.7.2.1.1 Host Standards

Hosts are computers that generally execute application programs on behalf of users and share information with other hosts.  Internet Engineering Task Force (IETF) Standard-3 is an umbrella standard that references other documents and corrects errors in some of the referenced documents.  Standard-3 also adds additional discussion and guidance for implementers.  The following standard is mandated:
IETF Standard 3/RFC-1122/RFC-1123, Host Requirements, October 1989

2.7.2.2 Application-Support Services

2.7.2.2.1  Electronic Mail

The standard for official organizational-messaging traffic between DoD organizations is the Defense Message System (DMS) X.400-based suite of military messaging standards defined in Allied Communication Publication (ACP) 123.  ACP 123 annexes contain standards profiles for the definition of the DMS “Business Class Messaging” (P772) capability and the Message Security Protocol (MSP). Organizational messaging is considered a high-assurance messaging service that requires authentication, delivery confirmation, and encryption.  See Section 3.6 for security standards.  Since X.400 is not an Internet standard, see Section 2.7.3.5.2 for operation over Internet Protocol (IP)-based networks. For maritime systems incorporating electronic mail services, the following standards are mandated:
ACP 123, Edition A, Common Messaging Strategy and Procedures, 15 August 1997

ACP 123, Edition A, U.S. Supplement No. 1, Common Messaging Strategy and Procedures, 15 August 1997
DMS has expanded its baseline to include a medium-assurance messaging service.  The requirements for medium-assurance messaging are less stringent than organizational messaging and can be met by existing IP-based mail standards.  This allows the augmentation of DMS to include the use of the Simple Mail Transfer Protocol (SMTP) for medium-assurance messaging.  For maritime systems incorporating SMTP, the following standards are mandated:  

IETF Standard 10/RFC-2821/RFC-1869/RFC-1870, Simple Mail Transfer Protocol (SMTP) Service Extensions, November 1995

IETF Standard 11/RFC-2822/RFC-1049, Standard for the Format of ARPA Internet Text Messages, 13 August 1982

IETF RFCs 2045-2049, Multipurpose Internet Mail Extensions (MIME) Parts 1-5, November 1996

2.7.2.3 Directory Services

2.7.2.3.1 X.500 Directory Services

International Telecommunications Union (ITU) X.500 provides directory services that may be used by users or host applications to locate other users and resources on the network.  While it is appropriate for all grades of service, it must be used for high-grade service where standards based access control, signed operations, replication, paged results, and server-to-server communication are required. It provides the security services used by DMS-compliant X.400 implementations and is mandated for use with DMS. See Section 2.7 for Security Standards.  Since X.500 is not an Internet standard, see Section 2.7.3.5.2 for operation over IP-based networks.  For maritime systems incorporating X.500 services, the following standard is mandated:

ITU-T X.500, The Directory – Overview of Concepts, Models, and Services – Data Communication Networks Directory, February 2001

2.7.2.3.2 Lightweight Directory Access Protocol

Lightweight Directory Access Protocol (LDAP) (Version 2) is an Internet protocol for accessing online directory services.  It runs directly over Transmission Control Protocol (TCP).  LDAP derives from the X.500 Directory Access Protocol (DAP).  It is appropriate for systems that need to support a medium grade of service in which security is not an issue, and access is only needed to a centralized server.  The following standard is mandated:

IETF RFC-1777, Lightweight Directory Access Protocol, March 1995

2.7.2.3.3 Domain Name System

Domain Name System (DNS) is a hierarchical host management system that has a distributed database. It provides the look-up service of translating between host names and IP addresses.  DNS uses TCP/User Datagram Protocol (UDP) as a transport service when used in conjunction with other services. The following standards are mandated:

IETF Standard 13/RFC-1034/RFC-1035, Domain Name System, November 1987

IETF RFC 2136, Dynamic Updates in the Domain Name System, April 1997 

FORCEnet complies with JTA Release 6.0dated October 3, 2003; Vol. 1-Section 3.4.1.2.3, page  33:  However, JTA Release 6.0 adds the following:

It should be noted that the two previous standards define various Resource Records (RRs) and DNS name mapping that are specific to IPv4.

For IPv6 RRs and IPv6 to address DNS name mapping, the following standards are mandated:



IETF RFC 1886, DNS Extensions to Support IPv6, December 1995.



IETF RFC 3152, Delegation of IP6.ARPA, August 2001.
2.7.2.3.4 File Transfer

Basic File Transfer is accomplished using Secure File Transfer Protocol (SFTP), which provides a reliable file transfer service for text or binary files.  SFTP uses TCP as a transport service.  The following standard is mandated:

IETF Standard 9/RFC-959, Secure File Transfer Protocol, October 1985, with the following SFTP commands mandated for reception: Store unique (STOU), Abort (ABOR), and Passive (PASV)

2.7.2.3.5 Remote Terminal

For Secure Shell (SSH) ASCII text-oriented remote-terminal services, Telecommunications Network (TELNET) provides a virtual terminal capability that allows a user to “log on” to a remote system as though the user’s terminal were directly connected to the remote system.  The following standard is mandated:

IETF Standard 8/RFC-854/RFC-855, TELNET Protocol, May 1983

2.7.2.3.6 Network Time Synchronization

Network Time Protocol (NTP) provides the mechanisms to synchronize time and coordinate time distribution in a large, diverse internet.  The following standard is mandated:

IETF RFC-1305, Network Time Protocol (Version 3) Specification, Implementation, and Analysis, March 1992

2.7.2.3.7 Bootstrap Protocol

Bootstrap Protocol (BOOTP) is used to provide address determination and bootfile selection. It assigns an IP address to work stations with no IP address. The following standards are mandated:

IETF RFC-951, Bootstrap Protocol, September 1985

IETF RFC-2132, DHCP Options and BOOTP Vendor Extensions, March 1997

IETF RFC-1542, Clarifications and Extensions for the Bootstrap Protocol, October 1993
2.7.2.3.8 Configuration Information Transfer

The Dynamic Host Configuration Protocol (DHCP) provides an extension of BOOTP to support the passing of configuration information to Internet hosts.  DHCP consists of two parts: a protocol for delivering host-specific configuration parameters from a DHCP server to a host, and a mechanism for automatically allocating IP addresses to hosts.  The following standard is mandated:

IETF RFC-2131, Dynamic Host Configuration Protocol, March 1997

2.7.3 Distributed Services

2.7.3.1  Hypertext Transfer Protocol

Hyptertext Transfer Protocol (HTTP) is used for search and retrieval within the Web.  HTTP uses TCP as a transport service.  The following standard is mandated:

IETF RFC-2616, Hypertext Transfer Protocol -- HTTP/1.1, June 1999

2.7.3.1.1 Uniform Resource Locator

A Uniform Resource Locator (URL) specifies the location of, and access methods for, resources on the Internet.  The following standards are mandated: 

IETF RFC-1738, Uniform Resource Locators (URL), 20 December 1994

IETF RFC-1808, Relative Uniform Resource Locators, June 1995

IETF RFC 2396, Uniform Resource Identifiers (URI), Generic Syntax, August 1998
2.7.3.1.2 Connectionless Data Transfer

The Connectionless Data Transfer Application Layer Standard allows Variable Message Format (VMF) messages to be used in connectionless applications.  This standard uses Transmission Control Protocol (TCP)/User Datagram Protocol (UDP) as a transport service.  The following standard is mandated: 
MIL-STD-2045-47001C, Connectionless Data Transfer Application Layer Standard,3 October 2003

2.7.3.1.3 Transport Services

The transport services provide host-to-host communications capability for application support services.  The following sections define the requirements for this service.

· Transmission Control Protocol/User Datagram Protocol Over Internet Protocol

· Transmission Control Protocol

TCP provides a reliable connection-oriented transport service. The following standards are mandated:

IETF Standard 7/RFC-793, Transmission Control Protocol, September 1981.  In addition, PUSH flag and the NAGLE Algorithm, as defined in IETF Standard 3, Host Requirements, are mandated.

IETF RFC-2581, TCP Congestion Control, April 1999
2.7.3.1.4 User Datagram Protocol

UDP provides an unacknowledged, connectionless datagram transport service. The following standard is mandated:

IETF Standard 6/RFC-768, User Datagram Protocol, 28 August 1980

2.7.3.1.5 Open-Systems Interconnection Transport Over IP-based Networks

This protocol provides the interworking between Transport Protocol Class 0 (TP0) and TCP transport service necessary for Open-Systems Interconnection (OSI) applications to operate over IP-based networks.  The following standard is mandated:

IETF Standard 35/RFC 1006, ISO Transport Service on top of the TCP, May 1987

2.7.3.2 Audio/Video Information Transfer Standards

2.7.3.2.1 Video Teleconferencing Standards

The ASD (C3I) mandated Federal Telecommunications Recommendation (FTR) 1080A-1998 Video Teleconferencing Profile identifies ITU-T H.320 as the key standard to provide interoperability between VTC terminal equipment, both point-to-point and multi-point configurations operating at data rates of 56-1,920 Kilobits per second (Kbps). ITU-T H.320, Narrow Band Visual Telephone Systems and Terminal Equipment, July 1997, is an umbrella standard of recommendations addressing audio, video, signaling, and control.  Also in the FTR is ITU-T T.120, Transmission Protocols for Multimedia Data, July 1996, which references a family of standards for applications implementing the features of audiographic conferencing, facsimile, still-image transfer, annotation, pointing, whiteboard, file transfer, audiovisual control, and application sharing.

For VTC Units (VTUs) and Multipoint Control Units (MCUs) operating at data rates of 56-1,920 Kbps, except for operation over packet-based TCP/IP networks, the standards contained in FTR 1080A-1998, Appendix A (See Table 2‑9 below) are mandated:
FTR 1080A-1998, Appendix A, Video Teleconferencing Profile, October 1998

Table 2‑9 ITU-T/EIA Standards Mandated In FTR 1080A-1998, Appendix A

	Standard
	Description
	Use

	H.221
	Frame structure for 64 to 1920 Kbit/s channel in audiovisual services
	VTU/MCU General

	H.230
	Frame-synchronous control and indication signals for audiovisual systems
	VTU/MCU General

	H.242
	System for establishing communication between audio visual terminals using digital channels up to 2 Mbits/s
	VTU/MCU General

	H.261
	Video CODEC for audiovisual services at 64 Kbps
	VTU/MCU Video

	H.320
	Narrow-band visual telephone systems and telephone equipment
	VTU/MCU General

	T.120
	Data protocols for multimedia Conferencing
	VTU/MCU Multi-media

	T.122
	Multipoint communications service for audiographic and audiovisual conferencing service definition
	VTU/MCU Multi-media

	T.123
	Protocol stacks for audiographic and audiovisual teleconferencing applications
	VTU/MCU Multi-media

	T.124
	Generic conference control for audiographic and audiovisual terminals and multipoint control units
	VTU/MCU Multi-media

	T.125
	Multipoint communications service protocol specification
	VTU/MCU Multi-media

	T.126
	Multipoint still image and annotation conferencing protocol specification
	VTU Multimedia

	T.127
	Multipoint binary file transfer protocol
	VTU Multimedia

	T.128
	Multipoint application sharing
	VTU Multimedia

	T.4
	Group 3 facsimile - hardcopy representation
	VTU Multimedia

	T.82
	Softcopy image compression (Joint Bi-level Image Experts Group [JBIG])
	VTU Multimedia

	T.81
	Softcopy color image compression (Joint Photographic Experts Group [JPEG])
	VTU Multimedia

	H.224
	Real-time control protocol for simplex applications using the H.221 LSD/HSD/MLP channels
	VTU Multimedia

	H.281
	Far-end camera control protocol for video conferences using H.224
	VTU Multimedia

	G.711
	Pulse code modulation 3.1 KHz to 48, 56, and 64 (narrowband speech mode)
	VTU Audio

	G.722
	Audio CODEC, 7 KHz at 48, 56, and 64 Kbps (wideband speech)
	VTU/MCU Audio

	G.728
	Audio CODEC 3.1 KHz at 16 Kbps (narrowband speech mode)
	VTU/MCU Audio

	H.231
	Multipoint control unit functional description
	MCU General

	H.243
	Procedure for establishing communication between three or more audiovisual terminals using digital channels up to 2 Mbit/s
	MCU General

	EIA-422B
	Electrical characteristics of balanced voltage digital interface circuits
	VTU/MCU

Encryption Interface

	EIA-449
	General-purpose 37-position and 9-position interface for data terminal

equipment and data circuit-terminating equipment employing serial binary data interchange
	VTU/MCU Encryption Interface


For applications implementing the features of audiographic conferencing, facsimile, still-image transfer, annotation, pointing, whiteboard, file transfer, audiovisual control, and application sharing, over LANs and at low bit rates (9.6-28.8 Kbps), the following standard is mandated:

ITU-T T.120, Data Protocols for Multimedia Conferencing, July 1996

For VTC terminals operating within Local Area Networks (LANs), the following standard is mandated:

ITU-T H.323, Packet-based Multimedia Communications Systems, November 2000.  For all other implementations of H.323, such as used over wide area networks where bandwidth, quality of service, and scalability may not be sufficient for IP-based video conferencing, see emerging standards paragraph 2.7.3.

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1-Section 3.4.2, page 38:
ITU-T H.225.0, Call Signaling Protocols and Media Stream Packetization for Packet-Based Multimedia Communications Systems, February 1998.

ITU-T H.245, Control Protocol for Multimedia Communications, February 1998.

ITU-T H.323, Packet-based Multimedia Communications Systems, February 1998.
For VTC terminals operating at low bit rates (9.6 to 28.8 Kbps) the following standard is mandated:

ITU-T H.324, Terminal for Low Bit Rate Multimedia Communications, February 1998

For inverse multiplexers connected to VTC terminals, and for VTC terminals with built-in inverse multiplexers, the following standard is mandated:

ITU-T H.244, Synchronized Aggregation of Multiple 64 or 56 Kbps channels, July 1995

For information on the ASD (C3I) VTC guidance and the Federal Telecommunications Recommendation (FTR) 1080A-1998 Video Teleconferencing Profile, see URL: http://www.ncs.gov/n2/content/standard/html/ftr.htm and URL: http://disa.dtic.mil/disnvtc. 

2.7.3.2.2 Digital Audio Distribution

Digitized audio refers to the formatting techniques and encoding schemes used to convert analog audio into digital audio data for transmission and storage.  There are three primary methods of distributing digital audio data to consumers and to other tactical and/or national processing and analysis systems:
· Non-Real-Time: USSID 126 formatted digital audio files forwarded (in non-real-time) asynchronously via the Wide Area Network (WAN).

· Near-Real-Time: distribution of digitized audio via packet-based networks.

· Real-Time: continuous synchronous T1 digital audio trunks.

2.7.3.3  Non-Real-Time Audio Distribution

Most C4ISR components currently employ USSID 126 formatting techniques to provide collected audio data to other tactical and national consumers.  USSID 126 and FORCEnet TV Signal Related Information (SRI) mandates are used to convert mission data into rigidly formatted files.  The USSID 126 formatted audio files are then transmitted over a LAN/WAN to other subscribers for processing and analysis.

2.7.3.3.1  Near-Real-Time Audio Distribution

There are numerous COTS and GOTS products that support the asynchronous distribution of near-real-time audio data.  The audio transport methods listed below were selected based on their compatibility with ITU Recommendation H.323, (09/99), Packet-Based Multimedia  Communications Systems.  They are currently also the JTA mandate for audio/video teleconferencing.

C4ISR components utilizing Real-Time Protocol (RTP) for near-real-time asynchronous audio data distribution shall comply with the following:

IETF RFC 1889, RTP: A Transport Protocol for Real-Time Applications, January 1996

IETF RFC 1890, RTP Profile for Audio and Video Conferences with Minimal Control, January 1996
C4ISR components using Resource ReSerVation Protocol (RSVP) for near-real-time asynchronous audio data distribution shall comply with the following mandated standards:

IETF RFC 2205, Resource ReSerVation Protocol (RSVP) -- Version 1 Functional Specification, September 1997 

IETF RFC 2206, RSVP Management Information Base using SMIv2, September 1997 

IETF RFC 2207, RSVP Extensions for IPSEC Data Flows, September 1997 

IETF RFC 2208, RSVP Version 1 Applicability Statement Some Guidelines on Deployment, September 1997 

IETF RFC 2209, RSVP Version 1 Message Processing Rules, September 1997
FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1-Section 3.4.2, page 38:  RSVP shown as emerging in volume II-Section 3.4.1.12 page 33
3.4.1.12(a) Emerging. Resource ReSerVation Protocol (RSVP) is used by a host to request specific qualities of service from the network for particular application data streams or flows. See 3.5.4 for emerging Network QoS standards. For IPv4 and IPv6, the following receiver-initiated QoS standard is emerging:

– IETF RFC 2205, Resource ReSerVation Protocol RSVP Version 1 Functional Specification, September 1997.
2.7.3.3.2 Real-Time Audio Distribution

Real-time audio transmission from the C4ISR shall comply with synchronous T1/E1 rate structure as specified in the following:

ITU CCITT G.703, Physical/Electrical Characteristics of Hierarchical Digital Interfaces, October 1998 (Supplemented by ANSI T1.102-1993, Digital Hierarch – Electrical Interfaces)

ITU CCITT G.733, Characteristics of Primary PCM Multiplex Equipment Operating at 1544 Kbps, November 1988 (Supplemented by ANSI T1.403-1999, Network to Customer Installation – DSI Electrical Interface)

ITU CCITT G.732, Characteristics of Primary PCM Multiplex Equipment operating at 2048 Kbps, November 1988

2.7.3.4 Facsimile Standards

2.7.3.4.1 Analog Facsimile Standards

For Facsimile (analog output) standards that comply with the ITU-T Group 3 specifications, the following standards are mandated:

TIA/EIA-465-A, Group 3 Facsimile Apparatus for Document Transmission, 1 June 1995

TIA/EIA-466-A, Procedures for Document Facsimile Transmission, 1 May 1997

2.7.3.4.2 Digital Facsimile Standards

Digital Facsimile equipment standards for Type I and/or Type II modes are used for digital facsimile terminals operating in tactical, high BER environments and for facsimile transmissions utilizing encryption or interoperability with NATO countries.  The following standard is mandated:

MIL-STD 188-161D, Interoperability and Performance Standards for Digital Facsimile Equipment, 10 January 1995

2.7.3.4.3 Imagery Dissemination Communications Standards

The Tactical Communications Protocol 2 (TACO2) is the communications component of the National Imagery Transmission Format Standard (NITFS) suite of standards used to disseminate secondary imagery.  TACO2 is used over point-to-point tactical data links in high-BER disadvantaged communications environments.  TACO2 is used to transfer secondary imagery and related products in which FORCEnet TV transfer protocols in Section 2.7.3.1 fail (e.g., TACO2 only applies to users having simplex and half-duplex links as their only means of communications).  MIL-HDBK-1300A, NITFS, provides guidance to implement various Technical Interface Specifications (TISs) to connect the TACO2 host to specific cryptographic equipment.  The following standard is mandated:

MIL-STD-2045-44500, National Imagery Transmission Format Standard (NITFS) Tactical Communications Protocol 2 (TACO2), 18 June 1993; with Notice of Change 1, 29 July 1994; and Notice of Change 2, 27 June 1996

2.7.3.4.4 Global Positioning System

CJCSI 6130.01A, CJCS Master Positioning, Navigation, and Timing Plan, designates GPS as the primary radio navigation system source of positioning, navigation and timing (PNT) for DoD.  GPS is a space-based, worldwide, precise positioning, velocity, and timing system.  It provides an unlimited number of suitably equipped passive users with a force-enhancing, common-grid, all-weather, continuous, three-dimensional PNT capability.  The NAVSTAR GPS provides two levels of service—a Standard Positioning Service (SPS) and a Precise Positioning Service (PPS).  

The following standard is mandated:

ICD-GPS-200C, NAVSTAR GPS Space Segment/Navigation User Interfaces, 12 April 2000

The PPS was designed primarily for U.S. military use.  DoD will control access to the PPS through cryptography.  DoD GPS users with combat, combat support, or combat service support missions must acquire and use PPS-capable GPS receivers.  The U.S. will enter into special arrangements with military users of allied and friendly governments to allow them use of the PPS.  The following standards are mandated:

ICD-GPS-222A, NAVSTAR GPS User Equipment (UE) Auxiliary Output Chip Interface (U), 26 Apr 96

ICD-GPS-225A, NAVSTAR GPS Selective Availability/Anti-Spoofing Host Application Equipment Design Requirements with the Precise Positioning Service Security Module (U), 12 Mar 98

For additional information associated with the acquisition and use of PPS-capable GPS receivers, including End-of-Week Rollover compliance, and Year 2000 compliance for GPS receivers, consult the GPS Joint Program Office (JPO) at the following Web site: http://gps.losangeles.af.mil.

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1-Section 3.4.6, page 40:

JTA adds the following guidance for IFF identification under end system standards

3.4.6 Identification Friend or Foe

The primary function of Identification Friend or Foe (IFF) is to establish the identity of all friendly systems within the surveillance volume of surface-to-air, air-to-air, and some air-to-ground Weapon System platforms. The need for friend identification is to permit tactical action against all foe (non-friendly) systems and to avoid tactical action against friendly systems. This need is a key element in modern combat, as an object detected by a sensor, even beyond visual range, has to be identified and classified as early as possible so that, if necessary, either an appropriate defense can be prepared against the foe or that steps can be taken to prevent the friend from being engaged/attacked by friendly forces.

3.4.6(a) Mandated. The following standards are mandated for new and upgraded Weapon Systems platforms requiring integrated or appliqué IFF capabilities:

Aeronautical Telecommunications: Appendix 10 to the Convention on International Civil Aviation, Volume IV (Surveillance Radar and Collision Avoidance Systems), Edition 1, International Civil Aviation Organization (ICAO): Montreal, 1995, with Supplements (31 May 1996 and 10 November 1997).

DOT FAA 1010.51A, US National Aviation Standard for the Mark X (SIF) Air Traffic Control Radar Beacon System (ATCRBS) Characteristics, 8 March 1971.

DoD AIMS 97-1000, Performance/Design and Qualification Requirements Technical Standard For The ATCRBS/IFF/MARK XII Electronic Identification System and Military Mode S, 18 March 1998.

DoD AIMS 97-900, Performance/Design And Qualification Requirements Mode 4 Input/Output Data, 18 March 1998.
2.7.3.5  Network Standards

Networks are made up of subnetworks, and the internetworking (router) elements needed for information transfer.  This section identifies the standards needed to access certain subnetworks and for routing and interoperability between the subnetworks.

2.7.3.5.1 Internetworking (Router) Standards

Routers are used to interconnect various subnetworks and end-systems. Protocols necessary to provide this service are specified below.  RFC-1812 is an umbrella standard that references other documents and corrects errors in some of the referenced documents.  In addition, some of the standards mandated for hosts in Section 2.7.2.1.1 also apply to routers.  The following standards are mandated:
:

IETF RFC-1812, Requirements for IP Version 4 Routers, 22 June 1995

IETF Standard 6/RFC-768, User Datagram Protocol, 28 August 1980

IETF Standard 7/RFC-793, Transmission Control Protocol, September 1981

IETF Standard 8/RFC-854/RFC-855, TELNET Protocol, May 1983

IETF Standard 13/RFC-1034/RFC-1035, Domain Name System, November 1987

IETF RFC-951, Bootstrap Protocol, September 1985

IETF RFC-2132, DHCP Options and BOOTP Vendor Extensions, March 1997

IETF RFC-2131, Dynamic Host Configuration Protocol, March 1997

IETF RFC-1542, Clarifications and Extensions for the Bootstrap Protocol, October 1993

IETF Standard 33/RFC-1350, The TFTP Protocol (Revision 2), July 1992, to be used for initialization only
It should be noted that JTA release 6.0 Volume I-Section 3.5.1, page 41also adds the following mandates:

For IPv6, the following standards are mandated:

IETF RFC 1886, DNS Extensions to Support IPv6, December 1995.

IETF RFC 3152, Delegation of IP6.ARPA, August 2001.
2.7.3.5.2 Internet Protocol

Internet Protocol (IP) is a basic connectionless datagram service. All protocols within the IP suite use the IP datagram as the basic data transport mechanism.  Two other protocols are considered integral parts of IP: the Internet Control Message Protocol (ICMP) and the Internet Group Management Protocol (IGMP).  ICMP is used to provide error reporting, flow control, and route redirection.  IGMP provides multicast extensions for hosts to report their group membership to multicast routers.  For maritime systems incorporating IP protocol, the following standards are mandated:

IETF Standard 5/RFC-791/RFC-950/RFC-919/RFC-922/RFC-792/RFC-1112, Internet Protocol, September 1981.  In addition, all implementations of IP must pass the 8-bit Type-of-Service (TOS) byte transparently up and down through the transport layer as defined in IETF Standard 3, Host Requirements.

It should be noted that JTA release 6.0 Volume I-Section 3.5.2, page 41 also adds the following mandates:

IETF RFC 2236, Internet Group Management Protocol, Version 2 (IGMP v2), November 1997.

For IPv6, the following standards are mandated:

IETF RFC 2460, Internet Protocol, Version 6 (IPv6) Specification, December 1998.

IETF RFC 2461, Neighbor Discovery for IP Version 6, (IPv6), December 1998.

IETF RFC 2462, IPv6 Stateless Address Autoconfiguration, December 1998.

IETF RFC 2463, Internet Control Message Protocol (ICMPv6) for the Internet Protocol Version 6 (IPv6) Specification, December 1998.
Furthermore, for hosts that transmit or receive multi-addressed datagrams over Combat Net Radio (CNR), the multi-addressed IP option field must be used.  The following standard is mandated:

IETF Informational RFC 1770, IPv4 Option for Sender Directed Multi-Destination Delivery, 28 March 1995

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1-Section 3.6.3, page 44:

3.6.3(a) Mandated. With the exception of High Frequency (HF) networks, MIL-STD-188-220C is mandated as the standard communications net-access protocol for CNR networks. For IPv4, the following standard is mandated:

MIL-STD-188-220C, Interoperability Standard for Digital Message Transfer Device (DMTD) Subsystems, 22 May 2002. [SUNSET] This standard will be deleted when JTRS WNW or equivalent waveform provides the same functionality.
2.7.3.5.3 Internet Protocol Routing

Routers exchange connectivity information with other routers to determine network connectivity and adapt to changes in the network.  This enables routers to determine, on a dynamic basis, where to send IP packets.

2.7.3.5.4 Interior Routers

Routes within an autonomous system are considered local routes that are administered and advertised locally by means of an interior gateway protocol.  For unicast interior gateway routing, the following standard is mandated:

IETF Standard 54/RFC-2328, Open Shortest Path First Routing Version 2, April 1998

2.7.3.5.5 Exterior Routers

Exterior gateway protocols are used to specify routes between autonomous systems.  For exterior gateway routing, Border Gateway Protocol 4 (BGP-4) uses TCP as a transport service. The following standards are mandated:
IETF RFC-1771, A Border Gateway Protocol 4 (BGP-4), 21 March 1995

IETF RFC-1772, Application of the Border Gateway Protocol in the Internet, March 1995
It should be noted that JTA release 6.0 Volume I-Section 3.5.3, page 42also adds the following mandates:
For IPv6 exterior-gateway routing, where Border Gateway Protocol 4 (BGP-4) uses TCP as a transport service, the following standards are mandated:

IETF RFC 2858, Multi-protocol Extensions for BGP-4, June 2000.

IETF RFC 2545, Use of BGP-4 Multi-protocol Extensions for IPv6 Inter-Domain Routing, March 1999.
2.7.3.6 Subnetworks

This section identifies the standards needed to access subnetworks used in joint environments.

Local Area Network Access

While no specific Local Area Network (LAN) technology is mandated, the following is required for interoperability in a joint environment. This requires provision for a LAN interconnection.  Ethernet, the implementation of Carrier Sense Multiple Access with Collision Detection (CSMA/ CD), is the most common LAN technology in use with TCP/IP.  The hosts use a CSMA/CD scheme to control access to the transmission medium.  An extension to Ethernet, Fast Ethernet provides interoperable service at both 10 Mbps and 100 Mbps.  Higher-speed interconnections are provided by 100Base-TX (two pairs of Category 5 unshielded twisted pair, with 100Base-TX Auto-Negotiation features employed to permit interoperation with 10Base-T), 1000Base-T (four pairs of Category 5 unshielded twisted pair), 1000Base-LX for the installed base of single-mode fiber, 1000Base-SX for the installed base of multimode fiber, and 1000Base-CX for a balanced, shielded copper cable.  For platforms physically connected to a Joint Task Force LAN, the following standards are mandated as the minimum set for operation in a Joint Task Force:

ISO/IEC 8802-3:2000 (also known as IEEE 802.3, 2000 Edition), Information Technology--Telecommunications and Information Exchange Between Systems--Local and Metropolitan Area Networks--Specific Requirements--Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) access method and physical layer specifications. (This edition includes the contents of the 8802-3:1996 Edition, plus IEEE Std 802.3aa-1998, IEEE Std 802.3r-1996, IEEE Std 802.3u-1995 (100Base-T), IEEE Std 802.3x&y-1997, IEEE Std 802.3z (1000Base-T) and IEEE 802.3z-1998 (1000Base-CX, LX & SX). 

IETF Standard 41/RFC-894, Standard for the Transmission of IP Datagrams Over Ethernet Networks, April 1984 

IETF Standard 37/RFC-826, An Ethernet Address Resolution Protocol, November 1982

2.7.3.6.1 Point-to-Point Standards

For full duplex, synchronous or asynchronous, point-to-point communication, the following standards are mandated:

IETF Standard 51/RFC-1661/RFC-1662, Point-to-Point Protocol (PPP), July 1994

IETF RFC-1332, PPP Internet Protocol Control Protocol (IPCP), May 1992

IETF RFC-1989, PPP Link Quality Monitoring (LQM), August 1996

IETF RFC-1994, PPP Challenge Handshake Authentication Protocol (CHAP), August 1996

IETF RFC-1570, PPP LCP Extensions, January 1994

For the serial line interface, one of the following is mandated:

EIA/TIA-232-F, Interface Between Data Terminal Equipment and Data Circuit Terminating Equipment Employing Serial Binary Data Interchange, October 1997

EIA/TIA-530-A, High Speed 25-Position Interface for Data Terminal Equipment and Data Circuit Terminating Equipment, Including Alternative 26-Position Connector, December 1998. (This calls out TIA/EIA-422-B and -423-B)

2.7.3.6.2 Combat Net Radio Networking (CNR)

CNR is a family of radios that allow voice or data communications for mobile users.  These radios provide a half-duplex broadcast transmission media with potentially high BERs.  The method by which IP packets are encapsulated and transmitted is specified in MIL-STD-188- 220B.  With the exception of High Frequency (HF) networks, MIL-STD-188-220B shall be used as the standard communications net access protocol for CNR networks.  The following standard is mandated: 

MIL-STD-188-220B, Interoperability Standard for Digital Message Transfer Device (DMTD) Subsystems Version C, 22 May 2002

2.7.3.6.3 STANAG 5066 Edition 1

STANAG 5066 Edition1 is a NATO standard developed to provide an efficient data transport across HF subnets. STANAG 5066 E1 operation is optimized for point-to-point HF circuits and usable in small HF subnets for a variety of data-transport applications. STANAG 5066 describes the technical and interoperability requirements for several sublayers in an HF subnetwork, including a subnetwork-interface sublayer (SIS), a channel-access sublayer (CAS), a data-transfer sublayer (DTS), and a subnetwork management sublayer (SMS).  In addition to these mandatory sublayer definitions, STANAG 5066 E1 defines recommended and advisory support for the subnetwork profiles with standard modem and radio equipment, based on the use of STANAG 4285, MIL-STD-188-110A, and STANAG 4539/MIL-STD-188-110B. In addition, the STANAG supports evolutionary growth to include even higher-speed serial-tone waveforms at rates above 19,200 bits per second. The protocol profile defined in STANAG 5066 provides a common air interface and open systems specification for the following data services over arbitrary HF channels:

· Reliable point-to-point data transfer using an automatic repeat request (ARQ) protocol; 

· Unreliable (or non-ARQ) point-to-point, broadcast, or multicast (i.e., group broadcast) data transfer; 

· Regular data services using ARQ and non-ARQ delivery modes; 

· Expedited data services using ARQ and non-ARQ delivery modes; 

· Link establishment and teardown services for simple channel access; 

· Management services for automatic data rate change (DRC) protocols.


The protocol profile includes definition of the subnet interface layer requirements for standard application clients (but not of the clients themselves) for reliable message transfer, Z-modem applications, an HF Simple Mail Transfer Protocol (HF-SMTP), and HF-POP (Post-Office-Protocol) Mail, to name a few.  Note that STANAG 5066 v1 supports only E-mail and not a full-spectrum of IP services. Amendment 1 to STANAG 5066 v1 defines mandatory minimum interoperability requirements for client-services such as SMTP/HMTP/CFTP E-mail and formal military messaging, and includes standards for IP-datagram encapsulation and transmission over HF.   STANAG 5066 is mandated for use as a minimum E-mail interoperability with Allied and Coalition partners unless a fully capable IP circuit over HF is available.

STANAG 5066 Data Link Protocol, High Data Rate HF Waveform STANAG 4539/ MIL-STD-188-110B Waveform, Allied Communications Publication (ACP 200), December 2003, Chapter 16

2.7.3.6.4 STANAG 5066 Edition 2 

In order to provide full IP services (E-mail plus Web, Chat, database replication, etc.) over HF subnets, changes to STANAG 5066 Edition 1 have been developed and protoyped to enhance IP performance in small multi-node subnets.  The changes, proposed for a second edition of STANAG 5066, optimize the protocol’s media-access (MAC) performance in small subnets and enable simultaneous multiple ARQ connections for IP-over-HF operation with reduced delay in a mix of simultaneous IP-traffic sources. .  Clarifications and implementation guidelines for multiple ARQ-connection support have been developed that conform to existing Edition 1 requirements.  To promote backwards interoperability, message specifications for media-access-control and management of a Wireless Token Ring Protocol (WTRP) within STANAG 5066 are based on and consistent with the data elements of the STANAG 5066 Annex C Edition 1 message catalogue.  The WTRP message definitions are based on the paper by Mustafa Ergen, Duke Lee et. al., “Wireless Token Ring Protocol”, University of California, Berkeley, CA 94720, USA.  Details of the protocol may be found in the reference and at http://wow.eecs.berkeley.edu/WTRP/ .  The HF-WTRP protocol is self organizing and robust, recovering from node and link loss automatically in transient error environments.   STANAG 5066 data-transport protocols and services, the subnetwork interface, as well as the protocol layers and ARQ operation are all retained from the Edition 1 standard.  Additional capabilities for IP-address-resolution, compressed IP-datagram transport, and tunneling for IP-bridge operation will be added to the minimal definitions of Edition 1 for IP clients.

STANAG 5066 Data Protocol, Wireless Token Ring Protocol, High Data Rate HF Waveform STANAG 4539/MIL-STD-188-110B, 

Allied Communications Publication (ACP 200), December 2003, Chapter 16 and Chapter 16, Annex E

2.7.3.6.5 Subnet Relay

Subnet Relay (SNR) provides for self-forming, self-configuring, masterless, multi-hop, ad hoc IP networks between maritime or other mobile platforms.  SNR provides for dynamic bandwidth allocation and dynamic relaying of information between members in a multi-hop wireless network.  Nodes can, without operator intervention, join or leave a network as they come into or leave this network’s communication range.  SNR is capable of operating over legacy HF, VHF and UHF half-duplex voice radios and has been optimized for VHF/UHF equipment.  It supports the use of standard TCP/IP and UDP/IP protocols, allowing a seamless integration of tactical, strategic and/or commercial networks.  A TCP proxy function is supported to increase the performance of TCP over the multi-hop wireless SNR link.  The SNR system presents itself to its attached router as a “virtual” Ethernet.   

The SNR media access control (MAC) is provided by Distributed Slot Reservation Media Access (DSRMA), a synchronous TDMA scheme in which time slots are dynamically reserved and released by network participants in response to their traffic requirements.  Reservation requests are granted (or denied) using a completely distributed, localized protocol.  SNR provides data relay to network participants that are out of direct range of the sender.  Optimized Link State Routing (OLSR), a link state routing protocol that has been optimized for mobile ad hoc networking, supports this layer 2 relay functionality.  OLSR reduces overhead by minimizing the number of link that have their state distributed through the network.  

SNR can use standard Mil-Std and NATO waveforms over HF links.  SNR is also capable of operating using legacy, lower rate VHF/UHF waveforms, but with reduced throughput and greater latencies.    The SNR VHF/UHF waveforms are designed to provide high data rate digital data services over a 25 kHz radio channel using legacy naval radios that support wideband (>21 kHz) audio inputs.  These waveforms provide an autobaud capability in supporting (coded) burst data rates from 2.4 to 76.8 kbps (96 kbps planned).  Interleavers and convolutional coding ensure data integrity and an adaptive equalizer mitigates the effects of multipath and fading.  Efforts are underway to support wideband intermediate frequency (IF) radio inputs, to support burst rates of 256kbps or higher.  

Subnet Relay: a Distributed Self-Organizing Tactical Communications System, submitted to Milcomm 04, 2004, 

IETF RFC 3626, Optimized Link State Routing protocol (OLSR) for Mobile ad hoc Networks, October 2003

Distributed Slot Reservation Media Access (DSRMA) protocol, Mil-Std-188-110B (Appendices C and F),

 NATO STANAGs 4539, 4285, 4415; SNR VHF/UHF Waveform (2.4 – 96 kbps), Technical Document, 2003;

Allied Communications Publication (ACP 200), December 2003, Chapter 16 and Chapter 16 Annex H

2.7.3.6.6 Integrated Services Digital Network (ISDN)

ISDN is an international standard used to support integrated voice and data over standard twisted-pair wire. ISDN defines a Basic Rate Interface (BRI) and Primary Rate Interface (PRI) to provide digital access to ISDN networks. These interfaces support both circuit-switched and packet-switched services. It should be noted that deployable systems might additionally be required to support other non-North American ISDN standards when accessing region-specific international infrastructure for ISDN services. The FORCEnet TV recognizes that this is a critical area affecting interoperability but does not recommend specific solutions in this version. The following standards are mandated:

For BRI physical layer:
ANSI T1.601, ISDN Basic Access Interface for Use on Metallic Loops for Application on the Network Side of the NT, Layer 1 Specification, 1999

ANSI T1.605, ISDN Basic Access Interface for S and T Reference Points - Layer 1 Specification, 1991
For PRI physical layer:
ANSI T1.408, ISDN Primary Rate -- Customer Installation Metallic Interfaces, Layer 1 Specification, 1999

For the data-link layer:
ANSI T1.602, ISDN Data Link Signaling Specification for Application at the User Network Interface, 1996  (R 2000)

For signaling at the user-network interface:
· ANSI T1.607, Digital Subscriber Signaling System No. 1 (DSS1) -- Layer 3 Signaling Specification for Circuit Switched Bearer Service, 1998

· ANSI T1.610, DSS1 -- Generic Procedures for the Control of ISDN Supplementary Services, 1994, with Supplement 610a-1998

· ANSI T1.619, Multi-Level Precedence and Preemption (MLPP) Service, ISDN Supplementary Service Description, 1992 (R1999), with Supplement T1.619a-1994 (R1999)
For signaling at node-to-node interface:
ANSI T1.111, Signaling System No. 7, Message Transfer Part, 2001

ANSI T1.112, Signaling System No. 7, Signaling Connection Control Part Functional Description, 2001

ANSI T1.113, Signaling System No. 7, ISDN User Part, 2000 

ANSI T1.114, Signaling System No. 7, Transaction Capability Application Part, 2000

For signaling at the user-network interface, ANSI mandates are as profiled by the following National ISDN documents as adopted by the North American ISDN User’s Forum (NIUF):
SR-3875, National ISDN 2000, Telcordia (formerly Bellcore), May 1999

SR-4620, 1999 Version of National ISDN Basic Rate Interface Customer Premise Equipment Generic Guidelines, Telcordia, December 1998

ANSI T1.403.01-1999, Network Customer Installation Interfaces – (ISDN) Primary Rate Layer 1, Electrical Interface Specification, 1999

For addressing:
ITU-T E.164, Numbering Plan for the ISDN Era, May 1997

DISA Circular (DISAC) 310-225-1, Defense Switched Network (DSN) User Services Guide, 2 April 1998
For transmitting IP packets when using ISDN packet-switched services:
IETF RFC-1356, Multiprotocol Interconnect on X.25 and ISDN in the Packet Mode, 6 August 1992

For transmitting IP packets using Point-to-Point Protocol (PPP) over ISDN:
IETF RFC-1618, PPP over ISDN, 13 May 1994

2.7.3.6.7 Asynchronous-Transfer Mode (ATM)

ATM is a high-speed switched data transport technology that takes advantage of primarily low bit error rate transmission media to accommodate intelligent multiplexing of voice, data, video, and composite inputs over high-speed trunks and dedicated user links.  ATM is a layered type of transfer protocol with the individual layers consisting of an ATM Adaptation Layer (AAL), the ATM layer, and the Physical Layer.  The function of the AAL layer is to adapt any traffic (video streams, data packets from upper layer protocols) into the ATM format of 48-octet payload.  It also receives the cells from the ATM layer and reassembles the protocol data units.  The ATM Layer adds the necessary header information used by switches and end-systems alike to transfer cells across the ATM network.  The Physical Layer converts the cell information to the appropriate electrical/optical signals for the given transmission medium.  The ATM Forum’s User-to-Network Interface (UNI) Specification defines the primary specification for end-system connection to ATM networks.  The Private Network-to-Network Interface (PNNI) Specification defines the PNNI protocol for use between private ATM switches, and between groups of private ATM switches.  The PNNI supports the distribution of topology information between switches and clusters of switches to allow paths to be computed through the network.  The PNNI also defines the signaling to establish point-to-point and point-to-multipoint connections across the ATM network.  ATM Forum’s LAN Emulation supports the emulation of Ethernet, allowing ATM Networks to be deployed without disruption of host network protocols and applications.  For information on the ASD (C3I) ATM guidance, see URL: http://www.disa.mil/. The following standards are mandated:

For the Physical Layer:

ATM Forum, af-phy-0040.000, Physical Interface Specification for 25.6 Mbps over Twisted Pair Cable, November 1995

ATM Forum, af-uni-0010.002, ATM UNI Specification V 3.1, Section 2.1and 2.4, September 1994

ATM Forum, af-phy-0015.000, ATM Physical Medium Dependent Interface for 155 Mbps over Twisted Pair Cable, September 1994

ATM Forum, af-phy-0016.000, DS1 Physical Layer Specification, September 1994

ATM Forum, af-phy-0054.000, DS3 Physical Layer Interface Specification, March 1996

ATM Forum, af-phy-0046.000, 622.08 Mbps Physical Layer Specification, January 1996

ATM Forum, af-phy-0064.000, E-1 Physical Interface Specification, September 1996

ATM Forum, af-phy-0043.000, A Cell-based Transmission Convergence Sublayer for Clear Channel Interfaces, January 1996

FORCEnet complies with JTA Release 6.0dated October 3, 2003; Vol. 1-Section 3.6.5, page 45 with the following exception:

ATM Forum, af-phy-0086.000, Inverse Multiplexing for ATM (IMA) Specification Version 1.0, July 1997. [SUNSET] This standard will be deleted when the GIG BE program provides full convergence of traffic (voice, video, data) on a single IP internetwork with differentiated
For User to Network Interface:

ATM Forum, af-uni-0010.002, ATM UNI Specification V3.1, September 1994

ATM Forum, af-sig-0061.000, ATM UNI Signaling Specification, Version 4.0, July 1996
For Layer Management Capabilities:

ATM Forum, af-ilmi-0065.000, Integrated Local Management Interface (ILMI) Specification, Version 4.0, September 1996

ATM Forum, af-uni-0010.002, ATM UNI Specification V 3.1, (Section 4:ILMI for UNI 3.1) September 1994

For Traffic Management Functions:

ATM Forum, af-tm-0056.000, Traffic Management Specification, Version 4.0, April 1996

For Circuit Emulation Functions:

ATM Forum, af-vtoa-0078.000, Circuit Emulation Service Interoperability Specification, Version 2.0, January 1997

For AAL1 and AAL5 Functions:

ITU-T I.363.1, B-ISDN ATM Adaptation Layer Specification: Type 1 ATM Adaptation Layer (AAL1), August 1996

ITU-T I.363.5, B-ISDN ATM Adaptation Layer Specification: Type 5 ATM Adaptation Layer (AAL5), August 1996

For Private Network-to-Network Interfaces:

ATM Forum, af-pnni-0055.000, Private Network to Network Interface (PNNI) Specification, Version 1.0, March 1996

ATM Forum,af-pnni-0066.000, PNNI Specification, Version 1.0 Addendum (Soft PVC MIB), September 1996
For LAN Emulation and IP Over ATM:

ATM Forum, af-lane-0084.000, Local Area Network Emulation (LANE) Over ATM, Version 2.0, LUNI Specification, July 1997

ATM Forum, af-lane-0093.000, Version 2.0, LAN Emulation Client Management Specification, October 1998

ATM Forum, af-lane-0050.00, LANE Over ATM, Version 1.0 Addendum, December 1995

ATM Forum, af-lane-0057.000, LANE Servers Management Specification 1.0, March 1996

ATM Forum, af-mpoa-0087.000, Multi-Protocol Over ATM, Version 1.0, July 1997

For ATM Addressing Format:

DoD ATM Addressing Plan, 17 April 1998

2.7.3.6.8 Fibre Channel

Fibre Channel is a robust networking technology capable of real-time, deterministic operations required in many cryptologic systems. Fibre Channel can be implemented over copper as well as fiber media. Cryptologic systems using Fibre Channel shall comply with the following mandated standard:

ANSI X3. 230-1994 (FC-PH) Fibre Channel Physical and Signaling Interface, with Amendment 1/1996 and Amendment 2/1999
2.7.3.7 Transmission Media

2.7.3.7.1 Common Data Link Intra-System Protocol

Common Data Link (CDL) refers to a family of five classes of Line-of-Sight (LoS) and beyond LoS (BLoS) intra-system protocols that are full duplex and jam resistant.  The majority of DoD CDL interoperability and standardization efforts to this point have been focused on the Class I LoS CDL standard.  Class I LoS CDL standard addresses ground/surface platform remote operation of airborne elements operating at up to 80,000 ft. The maritime implementation of Class I CDL was the Common High Bandwidth Data Link (CHBDL). T his program's name has been changed to Common Data Link-Navy (CDL-N).  CDL Classes II through V cover the remainder of LOS and BLoS intra-system protocols based on maximum altitude ceilings:  Class II 150,000 feet; Class III 500,000 feet; Class IV 750 nautical miles, and Class V above 750 nautical miles.  OASD/C3I designated CDL as the DoD standard in a December 1991 policy memorandum. 

CDL implementations shall comply with the following:

OASD/C3I Tactical Data Link Policy Memorandum, 18 Oct 94

OASD/C3I Common Data Link Program Policy Memorandum, 13 Dec 91

System Specification for the CDL Segment, Class I, Specification #7681990 – Revision E, 12 Nov 99

System Description Document for CDL, Specification #7681996, 5 May 93

2.7.3.7.2 Reach Back/Reach Forward Interfaces

The Reach Back interface will allow an active collection asset to Reach Back into the databases of maritime cryptologic facilities (shore and mobile) to retrieve information that will assist them in satisfying their operational tasking.  An C4ISR operator will be able to obtain historical data as well as current information provided by other sensors in the same operational theater.

Conversely, the Reach Forward interface will allow personnel in the maritime facilities to obtain current information from active C4ISR components.  An analyst in an intelligence center will be able to obtain additional current information to support cross-system cueing, data correlation, or other intelligence functions.  Reach Back/Reach Forward services provide the capability for each C4ISR component to share preprocessed or partially processed sensor data and intercepted audio data with other C4ISR components or other specialized processing sites.

Reach Back and/or Reach Forward transactions consist of three primary elements: standardized common data link for transport, standardized data formats for data element transactions, and precision timing and navigation information.  Community efforts are underway to standardize data links. Standardized data formats can be found in Section 2.2, Data Formats.  Precision Timing and Navigation Standards can be found in Paragraph 2.4.1.

2.7.3.7.3 Tactical Data Link Transmission Standards

Tactical data links consist of data elements, standard message formats, protocols for exchanging the messages, and the transmission waveform.  Link 16 provides for exchange of air, space, surface, subsurface, and ground tracks using J-series messages and operating in the upper UHF spectrum, and for the identification, location, and status of friendly forces.  For transmission of Link 16 with the Joint Tactical Information Distribution System (JTIDS)/Multi-Functional Information Distribution System (MIDS) radios, the following standard is mandated:
STANAG 4175, Edition 3, Technical Characteristics of the Multifunctional Information Distribution System (MIDS), 6 February 2001

An extension of LINK 16 capability is the ability to send/receive pre-formatted messages over communications media other than those for which these messages were designed.  The standard that defines the protocols and message structures is MIL-STD-3011.  This standard provides a foundation for Joint Range Extension (JRE) of Link 16 and other tactical datalinks (TDLs) to overcome the line-of-sight (LOS) limitations of radio terminals such as JTIDS and MIDS.  The Joint Range Application Protocol (JREAP) is based upon the Open Systems Interconnect (OSI) layered structure and focuses on the application layer; however, it recognizes that certain network and transmission layer services provided by JTIDS and MIDS terminals for link 16 are not provided by all communications media.  The JREAP also provides for these services, where needed.

Currently the following communication modes are supported: 

· Half-Duplex Announced Token Passing

· Full-Duplex Synchronous and Asynchronous Point-to-Point

· Internet Protocol (IP) (User Datagram Protocol (UDP), Unicast and Multicast and Transmission Control Protocol (TCP)

For operational discussion, please refer to the specific standard referenced below:

Mil-STD-3011, Interoperability Standard for the Joint Range Extension Application Protocol, 30 Sep 2003

2.7.3.7.4 Military Satellite Communications

Military Satellite Communications (MILSATCOM) systems include those systems owned or leased and operated by DoD and those commercial satellite communications (SATCOM) services used by DoD. The basic elements of satellite communications are a space segment, a control segment, and a terminal segment (air, ship, ground, etc.).  An implementation of a typical satellite link will require the use of satellite terminals, a user communications extension, and military or commercial satellite resources.

· Ultra High Frequency Satellite Terminal Standards

· 5-KHz and 25-KHz Service

For 5-KHz and 25-KHz single-channel access service supporting the transmission of either voice or data, the following standard is mandated:

MIL-STD-188-181B, Interoperability Standard for Single Access 5-KHz and 25-KHz UHF Satellite Communications Channels, 20 March 1999, with Notice of Change 1, 16 October 2001

· 5-KHz Demand-Assigned Multiple Access Service (DAMA)

For 5-KHz DAMA service, supporting the transmission of data at 75 to 2400 bps and digitized voice at 2400 bps, the following standard is mandated:

MIL-STD-188-182A, Interoperability Standard for 5-KHz UHF DAMA Terminal Waveform, 31 March 1997, with Notice of Change 1, 9 September 1998; Notice of Change 2, 22 January 1999; and Notice of Change 3, 4 June 1999

· 25-KHz Time Division Multiple Access (TDMA)/Demand-Assigned Multiple Access Service

For 25-KHz TDMA/DAMA service, supporting the transmission of voice at 400, 4800, or 16000 bps and data at rates of 75 to 16000 bps, the following standard is mandated:
MIL-STD-188-183A, Interoperability Standard for 25=KHz TDMA/DAMA Terminal Waveform, 20 March 1998, with Notice of Change 1, 9 September 1998, Notice of Change 2, 4 June 1999

2.7.3.7.5 Data Control Waveform

For data controllers operating over single-access 5-KHz and 25-KHz UHF SATCOM channels, the following standard (a robust link protocol that can transfer error-free data efficiently and effectively over channels that have high error rates) is mandated:

MIL-STD-188-184, Interoperability and Performance Standard for the Data Control Waveform, 20 August 1993, with Notice of Change 1, 9 September 1998

2.7.3.7.6 Demand Assigned Multiple Access Control System

For the minimum mandatory interface requirements for MILSATCOM equipment that control access to DAMA UHF 5-KHz and 25-KHz MILSATCOM channels, the following standard is mandated:

MIL-STD-188-185, DoD Interface Standard, Interoperability of UHF MILSATCOM SAMA Control System, 29 May 1996, with Notice of Change 1, 1 December 1997; and Notice of Change 2, 9 September 1998.

2.7.3.8 Super High Frequency satellite (SHF) Terminal Standards

2.7.3.8.1 Earth Terminals

For minimum mandatory RF and IF requirements to ensure interoperability of SATCOM Earth terminals operating over C-, X-, and Ku-band channels, the following standard is mandated:

MIL-STD-188-164, Interoperability and Performance Standards for C-Band, X-Band, and Ku-Band SHF Satellite Communications Earth Terminals, 13 January 1995; with Notice of Change 1, 9 September 1998; Version A, 15 April 2002

2.7.3.8.2 Phase-Shift Keying (PSK) Modems

For minimum mandatory requirements to ensure interoperability of PSK modems operating in Frequency Division Multiple Access (FDMA) mode, the following standard is mandated:

MIL-STD-188-165, Interoperability and Performance Standards for SHF Satellite Communications PSK Models (Frequency Division Multiple Access (FDMA) Operations), 13 January 1995; with Notice of Change 1, 9 September 1998, Version A, 15 April 2002

2.7.3.9 Extremely High Frequency Satellite Payload and Terminal Standards

2.7.3.9.1 Low Data Rate (LDR)

For waveform, signal processing, and protocol requirements for acquisition, access control, and communications for LDR (75 5o 2400 bps) Extremely High Frequency (EHF) satellite data links, the following standard is mandated:

MIL-STD-1582D, EHF LDR Uplinks and Downlinks, 30 September 1996; with Notice of Change 1, 14 February 1997; and Notice of Change 2, 17 February 1999

2.7.3.9.2 Medium Data Rate (MDR)

For waveform signal processing, and protocol requirements for acquisition, access control, and communications for MDR (4.8 Kbps to 1544 Mbps) EHF satellite data links, the following standard is mandated:
MIL-STD-188-136A, EFH MDR Uplinks and Downlinks, 8 June 1998; with Notice of Change 1, 1 July 1999; with Notice of Change 2, 30 October 2000

2.7.3.9.3 Satellite State of Health Communication Standards

National Space Policy directed DoD to lead U.S. Government efforts to improve satellite operations interoperability among U.S. Government agencies.  The National Security Space Architect’s Satellite Operations Architecture Team recommended a common set of standards for LDR satellite telemetry and commanding.  These standards will allow DoD to share health and status resources with other U.S. Government agencies and allies to enhance satellite operations while limiting costs.  The standards provide a baseline for LDR communication of health and status information between a spacecraft and the ground.  These standards are mandated for Sband communications, but may be applied more generally.

For establishing the physical layer to support satellite health and status communications in the Sband during launch, early orbit, severe anomaly, and disposal operations, the following standard is mandated:

CCSDS 401.0 – B-6, Radio Frequency and Modulation Systems – Part 1:  Earth Stations and Spacecraft, May 2000, Consultative Committee for Space Data Systems

For processing data being sent into distinct, easily distinguishable messages that allow reconstruction of the data with low error probability, the following standard is mandated:
ISO 11754:1994, Telemetry Channel Coding

For the data unit formats and functions implemented within the coding and physical layers of the satellite health and status communications, the following standard is mandated:

ISO 12171:1998, Telecommand, Channel Service, Architectural Specification

For procedures and data unit formats implemented within the segmentation and transfer layers of the telecommand data routing service, the following standard is mandated:

ISO 12172:1998 Telecommand, Data Routing Service

For detailed specification of the logic required to carry out command operation procedure-1 (COP-1) of the transfer layer, the following standard is mandated:

ISO 12173:1998, Telecommand, Command Operation procedures

For the data unit formats and functions implemented within the application, system management, and packetization layers of the satellite command data management service, the following standard is mandated:

ISO 12174:1998, Telecommand, Data Management Service, Architectural Specification  

Packet telemetry provides a mechanism for implementing common data transport structures and protocols to enhance the development and operation of space missions systems. For facilitating the transmission of space-acquired data from source to user in a standardized manner, the following standard is mandated:

ISO 13419:1997, Packet Telemetry

Variance--JTA Release 6.0 Volume I-Section 3.7.3, page 51 adds a section on radio communications as shown below:

3.7.3 Radio Communications

The following services are required for the transmission and reception of radio signals.

3.7.3(a) Mandated. The following standards are mandated: For radio-subsystem requirements operating in the Low Frequency (LF)/Very Low Frequency (VLF) frequency bands:

MIL-STD-188-140A, Equipment Technical Design Standards for Common Long Haul/Tactical Radio Communications in the LF Band and Lower Frequency Bands, 1 May 1990. Vol. I–52 Section 3: Information Transfer Standards

For both Automatic Link Establishment (ALE) and radio-subsystem requirements operating in the High Frequency (HF) bands:

MIL-STD-188-141B, Interoperability and Performance Standards for Medium and HighFrequency Radio Systems, 1 March 1999.

For anti-jamming capabilities for HF radio equipment:

MIL-STD-188-148A, Interoperability Standard for Anti-Jam Communications in the HF Band (2-30 Mhz), 18 March 1992.

For HF data modem interfaces:

MIL-STD-188-110B, Interoperability and Performance Standards for Data Modems,

27 April 2000.

For radio-subsystem requirements operating in the Very High Frequency (VHF) frequency bands:

MIL-STD-188-242, Tactical Single Channel (VHF) Radio Equipment, 20 June 1985. [SUNSET] This standard will be deleted when JTRS WNW or equivalent waveform provides the same functionality.

For radio-subsystem requirements operating in the Ultra High Frequency (UHF) frequency bands:

MIL-STD-188-243, Tactical Single Channel (UHF) Radio Communications, 15 March 1989. [SUNSET] This standard will be deleted when JTRS WNW or equivalent waveform provides the same functionality.

For anti-jamming capabilities for UHF radio equipment:

STANAG 4246, Edition 2, HAVE QUICK UHF Secure and Jam-Resistant Communications Equipment, 17 June 1987; with Amendment 3, August 1991. [SUNSET] This standard will be deleted when JTRS WNW or equivalent waveform provides the same functionality.

For radio-subsystem requirements operating in the Super High Frequency (SHF) frequency bands:

MIL-STD-188-145, Digital Line-of-Sight (LOS) Microwave Radio Equipment, 7 May 1987; with Notice of Change 1, 28 July 1992. [SUNSET] This standard will be deleted when JTRS WNW or equivalent waveform provides the same functionality.

Network and Systems Management

Network and Systems Management (NSM) provides the capability to manage designated networks, systems, and information services.  This includes: controlling the network’s topology; dynamically segmenting the network into multiple logical domains; maintaining network routing tables; monitoring the network load; and making routing adjustments to optimize throughput.  NSM also provides the capability to review and publish addresses of network and system objects; monitor the status of objects; start, restart, reconfigure, or terminate network or system services; and detect loss of network or system objects in order to support automated fault recovery.  A management system has four essential elements: management stations; management agents; management information bases (MIB); and management protocols, to which these standards apply.
2.7.3.9.4 Data Communications Management

Data communications management stations and management agents (in end-systems and networked elements) shall support the Simple Network Management Protocol (SNMP). The following SNMP-related standard is mandated:

IETF Standard 15/RFC-1157, Simple Network Management Protocol (SNMPv3), January 1998 

To standardize the management scope and view of end-systems and networks, the following standards are mandated for MIB modules of the management information base:

IETF Standard 17/RFC-1213, Management Information Base, March 1991

IETF RFC-2790, Host Resources MIB, September 1993

IETF Standard 50/RFC-1643, Definitions of Managed Objects for the Ethernet-like Interface Types, July 1994

IETF RFC-2819, Remote Network Monitoring Management Information Base, (RMON Version 1), February 1995

IETF RFC-1850, Open Shortest Path First (OSPF) Version 2 Management Information Base, November 1995

2.7.3.9.5 Telecommunications Management

Telecommunications management systems for telecommunications switches will implement the Telecommunications Management Network (TMN) framework.  To perform information exchange within a telecommunications network, the following TMN framework standards are mandated:
ANSI T1.204, OAM&P – Lower Layer Protocols for TMN Interfaces Between Operations Systems and Network Elements, 1997

ANSI T1.208, OAM&P – Upper Layer Protocols for TMN Interfaces Between Operations Systems and Network Elements, 1997

ITU-T M.3207.1, TMN management service: maintenance aspects of B-ISDN management, May 1996

ITU-T M.3211.1, TMN management service: Fault and performance management of the ISDN access, May 1996

ITU-T M.3400, TMN Management Functions, February 2000

ISO/IEC 9595:1998, Information Technology – Open Systems Interconnection Common Management Information Services (CMIS)

ISO/IEC 9596-1:1998 Information Technology – Open Systems Interconnection – Common Management Information Protocol (CMIP) – Part 1: Specification with Corrigendum 1:1999

ISO/IEC 9596-2:1993 Information Technology -- Open Systems Interconnection -- Common Management Information Protocol (CMIP): Protocol Implementation Conformance Statement (PICS) PROFORMA

2.7.4 Emerging Standards

Commercial communications standards and products will evolve over time.  The FORCEnet TV must also evolve to benefit from these standards and products.  The purpose of this section is to provide notice of those standards expected to be elevated to mandatory status when implementations of the standards mature.

2.7.4.1 End-System Standards

2.7.4.1.1  Internet Standards

IP Next Generation/Version 6 (IPv6). IPv6 is being designed to provide better internetworking capabilities than are currently available within IP (Version 4).  IPv6 will include support for the following:  expanded addressing and routing capabilities, authentication and privacy, auto configuration, and increased quality of service capabilities.  IPv6 is described in the following emerging IETF standards:
· IETF RFC 2374, IPv6 Aggregatable Global Unicast Address Format, July 1998

· IETF RFC 2452, IPv6 MIB for the TCP, December 1998

· IETF RFC 2454, IPv6 MIB for the UDP, December 1998

· IETF RFC 2460, IPv6 Specification, December 1998

· IETF RFC 2461, Neighbor Discovery for IPv6, December 1998

· IETF RFC 2462, IPv6 Stateless Address Auto configuration, December 1998

· IETF RFC 2463, ICMPv6 for the IPv6 Specification, December 1998

· IETF RFC 2464, Transmission of Ipv6 Packet Over Ethernet Networks, December 1998

· IETF RFC 2466, MIB for IPv6:ICMPv6 Group, December 1998
· IETF RFC 2472, IPv6 Over PPP, December 1998

· IETF RFC 2492, IPv6 Over ATM Networks, January 1999

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section 3.4.1.11, page 33:

For IPv6, the following standards are emerging:

– IETF RFC 1981, Path MTU Discovery for IPv6, August 1996.

– IETF RFC 2473, Generic Packet Tunneling in IPv6 Specification, December 1998.

– IETF RFC 2710, Multicast Listener Discovery (MLD) for IPv6, October 1999.

– IETF RFC 3513, Internet Protocol Version 6 (IPv6) Addressing Architecture, April 2003.

– IETF RFC 3587, IPv6 Global Unicast Address Format, August 2003.
Internet Group Management Protocol Version 2 (IGMPv2) is an IETF- proposed standard used by IP hosts to report their multicast group memberships to routers.  It updates IETF Std 5 (RFC- 1112). IGMPv2 allows group membership termination to be quickly reported to the routing protocol. This is important for subnets with highly volatile group membership and high bandwidth multicast groups.  IGMP is implemented through multicast routing protocols such as Distance Vector Multicast Routing Protocol (DVMRP), Multicast Open Shortest Path First (MOSPF), and Protocol-Independent Multicast (PIM). The following standard is emerging:

· IETF, RFC-2236, Internet Group Management Protocol Version 2 (IGMPv2), November 1997 Dynamic Domain Name System. 

The Dynamic Domain Name System (DDNS) protocol defines extensions to the Domain Name System (DNS) to enable DNS servers to accept requests to update the DNS database dynamically.  The following standard is emerging:

· IETF, RFC-2136, Dynamic Updates in the Domain Name System (DNS Update), April 1997 Lightweight Directory Access Protocol 3 (LDAPv3). 

The proposed standard for LDAPv3 supports standards-based authentication, referrals, and all protocol elements of LDAP (IETF RFC 1777). Other features include standards-based access control, signed operations, replication, knowledge references, and paged results. The following standard is emerging:
· IETF, RFC-2251, Lightweight Directory Access Protocol (LDAPv3), January 1997 Mobile Host Protocol (MHP). 

This protocol allows the transparent routing of IP datagrams to mobile nodes in the Internet. Each mobile node is always identified by its home address, regardless of its current point of attachment to the Internet. The following standard is emerging:

· IETF, RFC-2002, IP Mobility Support, October 1996

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section 3.4.1.11, page 33:

Mobile Host Protocol (MHP) allows the transparent routing of IP datagrams to mobile nodes in the Internet. Each mobile node is always identified by its home address, regardless of its current point of attachment to the Internet. For IPv4, the following standards are emerging:

– IETF RFC 2794, Mobile IP Network Access Identification Extension for IPv4, March 2000.

– IETF RFC 3344, IP Mobility Support for IPv4, August 2002.
2.7.4.1.2 Video Teleconferencing Standards

There are three emerging standards for VTC over ATM:
· ITU-T H.310, Broadband Audiovisual Communication Systems and Terminals, September 1998, includes underlying standards for video (MPEG2) and audio (MPEG1, MPEG2). H.310 can be used for high-quality VTC requiring more than 2 Mbps infrastructure, but does not currently have much industry support.

· ITU-T H.321, Adaptation of H.320 Visual Telephone Terminals to B-15DN Environments, February 1998, specifies the operation of H.320 codecs over ATM using AAL-1 or AAL-5. H.321 uses Quality of Service to manage videoconferencing quality.  It lacks industry wide support.

· ITU-T H.323, Packet-based Multimedia Communications Systems, November 2000, has the most industry support for VTC over ATM.  It provides for two modes of operation over ATM: 1) IP over ATM media stream and 2) Real-Time Protocol (RTP) over ATM media stream transport (H.323 Annex C). Implementation of H.323 over non-LAN media (e.g., Metropolitan Area Networks [MANs] and WANs, such as the Internet, SIPRNET, JWICS) is still evolving.

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section 3,4.2, page  35:

3.4.2(a) Emerging. For integrating packet and circuit switched networks for transmission of multimedia traffic, the following standards are emerging:

– ITU-T H.248, Gateway Control Protocol, June 2000.

– IETF RFC 3435, Media Gateway Control Protocol (MGCP) Version 1.0, January 2003.

– IETF RFC 3261, Session Initiation Protocol (SIP), June 2002.

For IP-based, broadcast-quality video rates of less than 1 Mbps, the ISO/IEC MPEG and the ITU-T Video Coding Expert Group (VCEG) have joined efforts in the development of the emerging H.26L standard which was initiated by the ITU-T committee. Upon ratification, the new standard will be designated as ITU-T H.264 and MPEG-4 Part 10. The following standard is emerging:

– ITU-T H.264/ISO/IEC FCD 14496-10, Advanced Video Coding, July 2002.
2.7.4.2 Network Standards

Wireless LAN. Increased use of handheld and mobile computers within the Maritime community is fueling the demand for wireless network access.  Up until recently, the technology was slow, expensive and reserved for exceptional situations or hostile environments where cabling was impractical or impossible.  With the maturing of wireless standards and the development of inexpensive and lightweight wireless access devices, wireless technology is coming of age.  The following wireless networking standards are emerging:

  IEEE 802.11-1997 Part II: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifications w/ 802-11a-199 (PHY in UNI band) and 802-11b (PHY in 2.4 GHz band).  This standard has also been approved by ISO as ISO/IEC 8802-11:1999. IEEE 802.11a supports data rates of up to 54 Mbps and is designed to operate in the 5 GHz frequency range.  802.11a offers excellent support for large bandwidth applications, but the higher operating frequency equates to an effective range of about 60 feet. IEEE 802.11b supports data rates of up to 11 Mbps and is designed to operate in the 2.4 GHz Industrial, Scientific and Medical (ISM) band using direct-sequence spread-spectrum technology with a range of about 300 feet.  It also includes infrared connectivity technologies.

  IEEE 802.16.2-2001, Recommended Practice for Local and Metropolitan Area Networks (MAN)– Coexistence of Fixed Broadband Wireless Access Systems, adopted in December 2001, enables widespread deployment of 10 to 66 GHz wireless MAN as an economical method of high-speed “last-mile” connection to public networks.  802.16 includes a medium access control (MAC) layer that supports multiple physical layer specifications.  The physical layer is optimized for bands from 10 to 66 GHz. Extensions to the 2 to 11 GHz bands are expected.

  Bluetooth Specification of the Bluetooth System, Version 1.1, February 22, 2001, operates in the 2.4 GHz ISM like IEEE 802.11b, and provides both link layer and application layer definitions for product developers to support data, voice and content centric applications. Radios that comply with the Bluetooth specification use a spread spectrum, frequency hopping, full-duplex signal at up to 1600 hops/sec.  The signal hops among 79 frequencies at 1 MHz intervals to give a high degree of interference immunity.  Up to seven simultaneous connections can be established and maintained.

HiperLAN/2, The Broadband Radio Transmission Technology Operating in the 5 GHz Frequency Band, Version 1.0, Hiper/LAN Global Forum, 1999, provides wireless transmission rates at the physical layer up to 54 Mbps and on layer 3 up to 25 Mbps.  HiperLAN/2 is connection-oriented, making it straightforward to implement support for Quality-of-Service (QoS), facilitating simultaneous transmission of many different types of data streams, e.g. video, voice, and data.

ATM-Related Standards. The ATM Forum has developed new Version 4.0 standards for signaling ABR addendum and traffic management ABR addendum.  Since ATM is essentially a packet, rather than circuit-oriented transmission technology, it must emulate circuit characteristics in order to provide support for CBR or “circuit” (voice and telephony) traffic over ATM.  For voice and telephony, ATM trunking using AAL1 for Narrowband Services Version 1.0 was approved.  For ATM security services, ATM Security Framework Specification, V1.0 was recently approved. For voice applications requiring bandwidth efficiency, ATM Trunking Using AAL2 for Narrowband Services was recently approved.  For bandwidth limited tactical interfaces, Low Speed Circuit Emulation Service specification has been approved. The following are emerging standards for ATM:
· ATM Forum, af-sig-0076.000, Signaling ABR Addendum, January 1997

· ATM Forum, af-sig-0077.000, Traffic Management ABR Addendum, January 1997

· ATM Forum, af-vtoa-0089.000, AAL1 for Narrowband Services Version 1.0, July 1997

· ATM Forum, af-sec-0096.000, ATM Security Framework Specification Version 1.0, February 1998

· ATM Forum, af-vtoa-0113.000, ATM Trunk Using AAL2 for Narrowband Services, February 1999

· ATM Forum, af-vtoa-0119.000, Low Speed Circuit Emulation Service, May 1999 LANE Version 2.0 LANE UNI (LUNI) specification was recently approved by the ATM Forum. 

The LANE Version 2.0 LUNI standardizes the interface between the LANE client (the LEC) and the LANE Server (the LES, LECS, and BUS).   The following standard is emerging:
· ATM Forum, af-lane-0084.000, LANE UNI (LUNI) Version 2.0, July 1997 ATM Conformance Testing. ATM Forum’s conformance test suites—Protocol Information Conformance Statement (PICS) proforma and the Protocol Implementation Extra Information for Testing (Pixit) proforma—are available to demonstrate interoperability between vendor products. Storage Area Networks.  Fibre Channel, especially in the Arbitrated Loop technology, is becoming the standard for connecting multiple storage devices. The FORCEnet TV working group will monitor the following Emerging Standard and consider it for adoption in the next version of the TV.

· ANSI X3.230- 1994, Information Technology – Fibre Channel - Physical and Signaling Interface (FC- PH), with Amendment 1-1996 and Amendment 2-1999 Personal Communications Services and Mobile Cellular.

FORCEnet variance for all emerging ATM standards with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section 3.6.5, page 40-41:

Personal Communications Services (PCS) will support both terminal mobility and personal mobility. Terminal mobility is based on wireless access to the public switched telephone network (PSTN).  Personal mobility allows users of telecommunications services to gain access to these services from any convenient terminal (either wireline or wireless).  Mobile cellular radio can be regarded as an early form of “personal communications service” allowing subscribers to place and receive telephone calls over the PSTN wherever cellular service is provided.   The three predominant competing worldwide methods for digital PCS and Mobile Cellular access are:  Code Division Multiple Access (CDMA), Time Division Multiple Access (TDMA), and Global System for Mobile Communications (GSM).  Of these three, CDMA offers the best technical advantages for military applications based on its use of Direct Sequence Spread Spectrum (DSSS) techniques for increased channel capacity, low probability of intercept (LPI), and protection against jamming.  CDMA’s low transmission power requirements should also reduce portable power consumption.  The PCS standard for CDMA is J-STD-008.  The Mobile Cellular standard for CDMA is TIA/EIA-95-B.  In North America, the standard signaling protocol for CDMA and TDMA mobile cellular is TIA/EIA-41-D.  It should be recognized that for Operations-Other- Than-War (OOTW), a user may require support of multiple protocols to access region-specific international digital PCS/Mobile Cellular infrastructures.  International Mobile Telecommunications 2000.  International Mobile Telecommunications 2000 (IMT-2000) defines third-generation mobile systems scheduled to start service around the year 2000, subject to market conditions.  Also known as Future Public Land Mobile Telecommunications Systems (FPLMTS), these systems will provide access by means of one or more radio links to a wide variety of telecommunication services supported by the fixed and mobile telecommunications networks (e.g., PSTN/ISDN) and to other services that may be unique to IMT-2000. A range of mobile terminal types, designed for mobile and fixed use, is envisaged linking to terrestrial- and/or satellite-based networks.  A goal for third-generation mobile systems is to provide global coverage and to enable terminals to be capable of seamless roaming between multiple networks.  The ability to coexist and work with pre-IMT-2000 systems is required.  Evaluation of the submitted IMT-2000 Radio Transmission Technologies (RTT) was completed 17 March 1999 and resulted in Recommendation ITU-R M (IMT-RKEY) containing the key technical characteristics to be used in the IMT-2000 radio standard. IMTRKEY was then used as input to begin developing Recommendation ITU-R M.(IMT-RSPC) on the radio interfaces for IMT-2000.  The work is proceeding with the view of seeking a single standard for the terrestrial component of IMT-2000 encompassing two high-level technology groupings:  CDMA and TDMA.  The following standard is emerging:

· ITU-R M.1457 IMT-RSPC, 2000 Point-to-Point Standards. 

IETF PPP Multilink Protocol allows for aggregation of bandwidth via multiple simultaneous dial-up connections. It proposes a method for splitting, recombining, and sequencing datagrams across multiple PPP links connecting two systems.  The following standard is emerging:

· IETF RFC-1990, PPP Multilink Protocol, August 1996

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section 3.6.2, page 39:

3.6.2(a) Emerging. PPP Multilink Protocol, allows for aggregation of bandwidth via multiple simultaneous dial-up connections. It proposes a method for splitting, recombining, and sequencing Vol. II–40 Section 3: Information Transfer Standards datagrams across multiple PPP links connecting two systems. For IPv4, the following standards are also emerging:

– IETF RFC 3241, Robust Header Compression (ROHC) over PPP, April 2002.

For IPv6, the following standards are emerging:

– IETF RFC 2472, IP Version 6 over PPP, December 1998.

– IETF RFC 3241, Robust Header Compression (ROHC) over PPP, April 2002.

2.7.4.3  Network Management

Network Management Systems for Data Communications.  The following SNMP MIB modules are identified as emerging IETF standards for implementation within systems that manage data communications networks:
· IETF RFC 1695 (August 1994), Asynchronous Transfer Mode (ATM) MIB defines a set of standard objects for managing ATM switches.

· IETF RFC 1657 (July 1994), Border Gateway Protocol version 4 (BGP-4) MIB, defines a set of standard objects for managing this internet work routing protocol.

· IETF RFCs 1611 and 1612 (May 1994), Domain Name System (DNS) MIBs, define a set of standard objects for managing these name server and name resolve services.

· IETF RFCs 2006 and 2011 (October and November 1996), Internet work Protocol (IP) MIBs, define a set of standard objects for managing traditional static IP and emerging mobile IP services.

· IETF RFCs 1471 through 1474 (June 1993), Point-to-Point Protocol (PPP) MIBs, define a set of standard objects for managing PPP links, security, IP network level, and bridgelevel services.

· IETF RFC 2021 (January 1997), Remote Network Management Monitoring Version 2 (RMON2) MIB, defines a set of standard objects for monitoring protocol communications services across a subnetwork on all seven layers of the OSI model.

· IETF RFC 2012 (November 1996), Transmission Control Protocol (TCP) MIB, defines a set of standard objects for managing a system's TCP services.

· IETF RFC 2013 (November 1996), User Datagram Protocol (UDP) MIB, defines a set of standard objects for managing a system's UDP services.

· IETF RFC 1567 (January 1994), Directory Services MIB, currently defines a set of standard objects for monitoring X.500 directory services and is being updated to add support for LDAP.

· IETF RFC 2248 (January 1998), Network Services MIB, defines MIB that serves as a basis for application-specific monitoring and management.

· IETF RFC 2249 (January 1998), Mail Monitoring MIB, allows for the monitoring of Message Transfer Agents (MTAs).

Variance -- JTA Release 6.0 Vol II –Section 3.8.1, pages 44-45 also lists the following as emerging:

–.

– IETF RFC 2788, Network Services Monitoring MIB, March 2000.

– IETF RFC 2789, Mail Monitoring MIB, March 2000.

– IETF RFC 2515, Definitions of Managed Objects for ATM Management, February 1999.

– IETF RFC 2605, Directory Server Monitoring MIB, June 1999.

2.7.4.4 Data Link Interfaces

2.7.4.4.1 Airborne Information Transfer Program (ABIT) (MP- CDL)

The ABIT program is sponsored within the CDL family.  ABIT will provide an adaptable rate, anti-jam/low probability of intercept/low probability of detection, air-to-air data link that can operate at rates up to 274 Mbps.  ABIT offers new technologies to the CDL community, specifically in the areas of programmable multiplexing structures and miniaturization.  ABIT data link packages come in two varieties: Collector Unit and Relay Unit.  The Collector Unit is capable of transmitting either the ABIT waveform to a relay platform or the legacy CDL waveform LOS to a ground station.  The Relay Unit possesses inherent Collector Unit capabilities and can also receive a wideband ABIT transmission from another collector for data sharing and/or subsequent relay.

2.7.4.5 External Communications

Maritime cryptologic systems must interconnect with JWICS/SIPRNET, employing standards for external communications and using IP standards set forth herein.  Systems such as Automated Data Network System (ADNS), Sensitive Compartmented Information (SCI) ADNS, and Joint Worldwide Intelligence Communications System (JWICS) Mobile Integrated Communication System (JMICS) are examples of specific implementations.

2.8 Information Modeling, Metadata and Information Exchange Standards

2.8.1 Purpose

This section specifies the minimum information modeling, metadata, and information exchange standards DoD, including the FORCEnet, will use to develop or upgrade integrated, interoperable systems that directly or indirectly support the warfighter.

2.8.1.1 Scope

This section applies to activity models, data models, and data definitions used to define physical databases, and formatted messages used to exchange information among systems.

2.8.1.2 Background

An information model is a representation at one or more levels of abstraction of a set of real world activities, products, and/or interfaces.  Within the Information System (IS) domain, activity models and data models are two basic types of models frequently created:

· Activity Models are representations of mission-area applications, composed of one or more related activities.  Information required to support the mission area function is the primary product of each activity model.  An activity model is also referred to as a function or process model.

· Data Models developed from the information requirements documented in the activity model, define entities, their data elements, and illustrate the interrelationships among the entities.  A data model identifies the logical information requirements and metadata, applicable to persistently stored data, which form a basis for physical database schemata and standard data elements within a relational database.

· Object Models are used in the specification and development of object-oriented systems and to model and design the interoperability requirements of distributed components.  They also model system interoperability by combining the metadata for shared data with the allowable interfaces for sharing that data.  Such models show associations and dependencies between system interfaces and the essential business rules for exercising those relationships.
In order to provide an authoritative source for DoD data standards, DoD created the Defense Data Dictionary System (DDDS).  The DDDS, managed by DISA, is a DoD-wide central database that includes standard names and definitions for data entities and data elements (i.e., attributes).  The DDDS server also provides password-protected access to DoD standard data models. The DDDS is used to collect individual data standards derived from the DoD data architecture (DDA) and to document content and format for data elements.  A classified version of the DDDS, known as the Secure Intelligence Data Repository (SIDR), has been developed to support standardization of classified data elements and domains.  System developers use these repositories as a primary source of data element standards.

Information exchange is accomplished for the most part by sending formatted messages.  The definition and documentation of these exchange mechanisms are provided by various messaging standards.  Each message standard provides a means to define message form and functions (i.e., transfer syntax), which includes the definition of the message elements contained in each message.  The message fields, that are currently defined in the various message standards, are not necessarily mutually consistent, nor are they consistently based on any activity or data models either within a message system or across message systems.  Newer techniques provide more direct exchange of data without the user following a rigid format. A model-based structure will provide definitions that will be data element-based and will be compliant with DoD data element standards established in accordance with DoD Directive (DoDD) 8320.1, Data Administration, and associated DoD 8320.1 manuals.

Efficient execution of information exchange requirements (IERs) throughout the joint battlespace is key to evolving DoD toward the ultimate goal of seamless information exchange.  The primary component of this infrastructure is the Tactical Data Link (TDL), composed of message elements/messages and physical media.  However, because of the diversity of warfighter requirements, no single data link is applicable to every platform and weapon system.  Tactical Digital Information Links (TADILs), structured on bit-oriented message standards, evolved to meet critical real-time and near-real-time message requirements.  United States Message Text Format (USMTF), designed primarily for non-real-time exchange, is based on a character-oriented message format and is the standard for human-readable and machine processable information exchange.  The goal of TDLs, character-oriented/human-readable (USMTF messages), imagery, voice, and video standards is to provide a timely, integrated, and coherent picture for joint commanders and their operational forces.

Disparate data link message formats and communications media have resulted in late delivery of crucial battlefield information.  This causes significant interoperability problems among the Combatant Commanders, Services, Agencies, and allied nations.  Currently, it is difficult to establish seamless information flow among diverse data-link units.  Future joint operations, such as ballistic missile defense and battlefield digitization, will place greater emphasis on the need for automated C4I functions. Tomorrow’s battlefields will vastly increase the burden on networks.

2.8.2 Mandated Standards

This subsection identifies the mandatory standards, profiles, and practices for information modeling, metadata, and information exchange standards.
2.8.2.1 Activity Modeling

Activity models are used to document/model the activities, processes, and data flows supporting the requirements of process improvement and system development activities.  Prior to system development or major system update, an activity model is prepared to depict the mission-area function to a level of detail sufficient to identify each entity in the data model that is involved in an activity.  The activity model can form the basis for data and/or object model development or refinement.  It is validated against the requirements and doctrine, and approved by the operational sponsor.  IEEE 1320.1, IDEF0 Function Modeling, is the standard that describes the IDEF0 modeling language semantics and syntax, as well as associated rules and techniques, for developing structured graphical representations of a system or enterprise.  The mandated standard for activity modeling is:

IEEE 1320.1-1998, IEEE Standard for Functional Modeling Language—Syntax and Semantics for IDEF0

2.8.2.2 Data Modeling

Relational data models are used in software requirements analyses and design activities as a logical basis for physical data exchange and shared data structures that can benefit from a relational schema definition, including message formats and schema for shared databases.   Object-oriented systems use data models to design relational data structures when there is a requirement to maintain persistent data storage for that system in a relational database.  IDEF1X is used to produce a graphical information model that represents the structure and semantics of information within an environment or system.  FIPS PUB 184 is the standard that describes the IDEF1X modeling language (semantics and syntax) and associated rules and techniques for developing a logical model of data. Use of this standard permits the construction of semantic data models that support the management of data as a resource, the integration of information systems, and the building of relational databases. System engineering methodology internal to a system is unrestricted.

The mandated standards for Data Modeling are:

DoD Manual 8320.1-M-1, DoD Data Standardization Procedures, April 1998 (which mandates the use of the DDA (DoD Data Architecture)

FIPS PUB 184, Integration Definition For Information Modeling (IDEF1X), December 1993

2.8.2.3 DoD Data Architecture Implementation

The DDA is a Department-wide logical data model that provides the standard definition and use of specific data elements to the developers of all DoD systems. Implementation of the DDA will be interpreted to mean that the DDA will serve as logical reference model database schemas defining the names, representations, and generalized relations of data within DoD systems.  System developers comply by using these reference model database schemas as guides to reusable data structures that can form the basis of their own physical database schemas.  Developers of new and existing systems will maintain traceability between data structures used in their physical database schemas and the DDA, by registering both the reuse of the data standards in the DDDS and the development/adoption of additional data structures.  Information regarding access to the DDA can be obtained from the DoD Data Administration Web home page at: http://www-datadmn.itsi.disa.mil/.

Adherence to the DDA for shared or sharable data will aid DoD Agencies in developing interoperability among all information systems.  The shared or sharable information requirements of a new or major system upgrade that are to be persistently stored in a relational or object- relational database will be documented within a data model based on the DDA.  New information requirements for shared data are submitted by DoD Components and approved by functional data stewards in accordance with DoD Manual 8320.1-M-1, DoD Data Standardization Procedures.  These information requirements will be used to extend the DDA, as appropriate.  System engineering methodology internal to a system is unrestricted.  The following standard for DDA implementation is mandated:

DoD Manual 8320.1-M-1, DoD Data Standardization Procedures, April 1998

2.8.2.4 DoD Data Definitions

The DDDS is a central database that includes standard data entities, data elements, and provides access to DDA files from the DDDS server.  The procedures for preparing and submitting data definitions and data models for standardization are covered in DoD Manual 8320.1-M-1.  A classified version of the DDDS, Secure Intelligence Data Repository (SIDR), has been developed to support standardization of classified data elements and domains.  System developers shall use these repositories as a primary source of data element standards.  The mandated standards for DoD Data Definitions are:
DoD Manual 8320.1-M-1, DoD Data Standardization Procedures, April 1998

Defense Data Dictionary System (DDDS)

2.8.2.4.1 DoD Date Standards

In order to ensure the unambiguous exchange of date data between systems before, during, and past the year 2000, database design and data modeling shall adhere to DoD date data standards.  For external exchange of character dates between systems not using a standardized message or transaction format, the mandated standards are:
Calendar Date: DDDS Counter ID # 195






Format: YYYYMMDD (8-digit contiguous)





Where: YYYY = year; MM = month; DD = day






(Also referenced in ISO 8601, ANSI X3.30, and FIPS 4-1)

Ordinal Date: DDDS Counter ID # 165





Format: YYYYDDD (7-digit contiguous)







Where: YYYY = year; DDD = ordinal day within year




(Also referenced in ISO 8601)

Year Date: DDDS Counter ID #166






Format: YYYY (4-digit contiguous)






Where: YYYY = year








(Also referenced in ISO 8601)

2.8.2.5 Information Exchange Standards

2.8.2.5.1  Information Exchange Standards Applicability

Information Exchange Standards refer to the exchange of information among mission-area applications within the same system or among different systems.  The scope of information exchange standards follows:

· The exchange of information among applications using shared databases or formatted message structures shall be based on the logical data models developed from identifying information requirements through activity models, where appropriate.  The data model identifies the logical information requirements, which shall be developed into physical database schemata and standard data elements.

· The standard data elements shall be exchanged using the data management, data interchange, and distributed computing services of application platforms.  (Refer to Section 2.2 for further guidance on these services.) The goal is to exchange information directly between information systems, subject to security classification considerations.

· Information exchange between systems using object-oriented interface definitions can be based on object models depicting those interfaces and the functional dependency of those interfaces. With object models, standard data elements are typically associated with the atomic data attributes that represent shared data.

JTA release 6.0 Relase 6.0 dated October 3, 2003, Volume II-Section 4.7, page 49 also shows the following guidance:

Extensible Markup Language (XML)-based information is the widely accepted choice of 21st Century industry data/metadata interchange and is vital to the DoD’s interoperability strategy. XML is widely used for metadata definition, management, and exchanges. Integrating XML with middleware technologies, Common Object Request Broker Architecture (CORBA) for example, and core database technologies will provide the capability to exchange DoD mission-area data among heterogeneous environments.
Interchange standards help form the Defense COE, ensuring the use of system or application formats that can share data.  Key references include Section 2.1.2.2.4, for SQL standards in Data Management Services and Section 2.1.2.2.6 for Data Interchange Services. In distributed databases, other types of data messaging may be used as long as they remain DDDS-compliant.
2.8.2.5.2 Tactical Information Exchange Standards

The message standards below are joint/combined message standards that provide for the formatted transfer of information between systems.  Although it must be recognized that the JSeries Family of TDLs and the USMTF Standards are not model-based and therefore do not meet the goals of standard information exchange, they must be recognized as existing standards.   As more systems are developed using logical data models and standard data elements, these message standards must evolve to be data model-based if they are to continue to support joint automated systems.  In distributed databases, other types of data messaging may be used as long as they remain DDDS-compliant.

2.8.2.5.2.1 Bit-Oriented Formatted Messages

The J-Series Family of TADILs allows information exchange using common data element structures and message formats that support time-critical information.  They include Air Operations/Defense Maritime, Fire Support, and Maneuver Operations.  These are the primary data links for exchange of bit-oriented information.  The family consists of LINK 16, LINK 22, and the Joint Variable Message Format (VMF).  Interoperability is achieved through use of JSeries family messages and data elements.  The policy and management of this family are described in the Joint Tactical Data Link Management Plan (JTDLMP), dated 6 June 1996.  New message requirements shall use these messages and data elements or use the message construction hierarchy described in the JTDLMP.  The mandated standards for information exchange are:
MIL-STD-6016B, Tactical Digital Information Link (TADIL) J Message Standard, 01 August 2002

STANAG 5516, Edition 2, Tactical Data Exchange – LINK 16, Ratified 10 November 1998

Variable Message Format (VMF) Technical Interface Design Plan (Test Edition) Reissue 5, 18 January 2002
Note:  Between publications of the above mandated standards, the TADIL Interface Change Proposals (ICPs) status report lists changes to the standards.  Once a TADIL ICP has the status “approved and awaiting incorporation,” it is approved for implementation.  The TADIL ICP Status Report is located at: http://www-tadil.itsi.disa.mil/index.htm.

Utilizing “J” series messages and data elements, Link 22 uses an improved high frequency (HF) and ultra-high frequency (UHF) multimedia transmission scheme. The link uses Time Division Multiple Section 4: Information Modeling, Metadata, and Information Exchange Standards Vol. I–59 Access (TDMA) protocols, is capable of multi-netting, and provides 300 nautical mile coverage using HF and line-of-sight connectivity using UHF. The following standard is mandated:

STANAG 5522, Edition 1, Tactical Data Exchange – LINK 22 (September 2001) is the Multinational Group (MG) agreed Configuration Management (CM) baseline document as of 15 September 1995. It is distributed as ADSIA (DKWG)-RCU-C-74-95. [SUNSET] This standard will be deleted with the delivery of efficient XML-based message services from GES.

2.8.2.5.3 Character-Based Formatted Messages

USMTF messages are jointly agreed, fixed-format, character-oriented messages that are humanreadable and machine-processable.  USMTF is the mandatory standard for record messages when communicating with the Joint Staff, Combatant Commands, and Service Components.  The mandated standard for USMTF Messages is:
MIL-STD-6040, United States Message Text Format (USMTF) Program, 31 March 2002

2.8.2.5.4 Target/Threat Data Interchange Standards

The National Target/Threat Signature Data System (NTSDS) has been designated as a migration system, in accordance with guidance from ASD (C3I) and by the Intelligence Systems Board (ISB). NTSDS provides the DoD signature data community (e.g., ISR and MASINT) signature data from multiple, geographically distributed sites via a unified national system.  NTSDS Data Centers employ standard data parameters and formats for stored target signatures for national and DoD customers. The following data standards are mandated for the DoD signature data community when interchanging national target/threat data:
NTSDS Database Implementation Description & Core Schema Definition, Version 1.2a, 19 September 1997

NTSDS Supplemental Schema Definition, Version 1.1, 24 September 1997

2.8.3 Emerging Standards

The emerging standards listed in this subsection are expected to be elevated to mandatory status when implementations of the standards mature.

2.8.3.1 Object Modeling

Object-oriented modeling techniques are used in the specification and development of object-oriented systems and to model and design the interoperability requirements of distributed components. The emerging standards for object modeling are IDEF1X97, Conceptual Schema Modeling and the Unified Modeling Language (UML) Version 1.3.

· IDEF1X97 has been developed by the IEEE IDEF1X Standards Working group of the IEEE 1320.2 Standards Committee. 

The standard describes two styles of the IDEF1X model. The key-style is used to produce information models that represent the structure and semantics of data within an enterprise and is backward compatible with the U.S. Government’s Federal Standard for IDEF1X, FIPS 184.  The identity-style is a wholly new language that provides system designers and developers with a robust set of modeling capabilities covering all static and many dynamic aspects of the emerging object model.  With suitable automation support, this identity-style can be used to develop a model that is an executable prototype of the target object oriented system.  The identity-style can be used in conjunction with emerging dynamic modeling techniques to produce full object-oriented models.  The following standard is emerging:

· IEEE 1320.2-1998, IEEE Standard Conceptual Modeling Language-Syntax and Semantics for IDEF1X97 (IDEF object). 

UML is a language for specifying, constructing, visualizing, and documenting the artifacts of a software-intensive system.  In an elaborative approach, developers develop models and increasingly add details until the model accurately reflects the actual system being developed.  Information may be obtained from the Web at http://www.omg.org/.The following standard is emerging:
· Object Management Group (OMG) Unified Modeling Language (UML) Specification, Version 1.4, September 2001, formal 01-09-68

FORCEnet variance with JTA Release 6.0 dated October 3, 2003; Vol. 1I-Section 4.5.3, page 48:

4.5.3(a) Emerging. The XML Metadata Interchange (XMI) standard describes an information interchange model. This model allows developers using UML object technology tools to exchange programming data in a common format by defining a set of XML Document Type Definitions (DTDs) for exchanging UML information. The following object modeling standards are emerging:

– XML Metadata Interchange (XMI), Version 1.1, ad/99-10-22, 25 October 1999.

– XML Metadata Interchange (XMI), Version 1.1 – Appendices, ad/99-10-13, 25 October 1999.
2.8.3.2 DoD Data Definitions

The DISA Joint Interoperability and Engineering Organization (JIEO), in coordination with the Standards Coordinating Committee (SCC) and the Change Control Board (CCB), will develop the strategy/policy for migration from many tactical data-link (bit-oriented) and character oriented joint message standards to a minimal family of DoD 8320.1-compliant information exchange standards.  A normalized unified data/message element dictionary will be developed based on normalized Data Model and associated data element standards.  The dictionary will support both character-oriented and bit-oriented representation of the standard data and their domain values.  Message standards will then establish the syntax for standard data packaging to support mission requirements (e.g., character- or bit-oriented, fixed or variable format, etc.).   The unified data dictionary will ensure that multiple representations are minimized and transformation algorithms are standardized.  The Data Model basis for the data elements will ensure that the information is normalized.

ISO/IEC 11179 describes the standardization and registering of data elements to make data understandable and shareable. Data element standardization and registration as described in ISO/IEC 11179 allow the creation of a shared data environment in much less time and with less effort than it takes for conventional data management methodologies. If ISO/IEC 11179 is ever adopted as a mandated standard it will be necessary for it to be fully harmonized with DoD 8320.1-M-1. The following standard is emerging:

– ISO/IEC 11179, Part 3 (DRAFT), Basic attributes of data elements, 19 October 2001.

2.8.3.3 Information Exchange

The emerging standards for information exchange are:

· Multi-functional Information Distribution System (MIDS).  MIDS is a planned replacement for the Joint Tactical Information Distribution System (JTIDS).  MIDS will provide secure jam-resistant communications, utilizing tactical digital data and voice.  Message format standards for MIDS will not change from those of the JTIDS.

· STANAG 5522, Edition 1, Tactical Data Exchange – LINK 22, 15 September 1995. It is distributed as ADSIA (DLWG)-RCU-C-74-95.

2.8.3.4 Metadata

Metadata sharing among intelligence processing systems is limited today by a lack of appropriate standards.  CSDF metadata provides guidance for sharing CSDF-compliant data, but it is not structured to support modern browser-based search engines or smart push/pull multi-cast systems.  Asynchronous network protocols and modern metadata tools must be deployed throughout the FORCEnet for future C4ISR components to access information resident in information warehouses.  National information warehouses must also provide open application interfaces that permit deployed users client access.

The DoD continues to define metadata standards.  DoD Directive 8320.1 mandates standard data elements and metadata tag usage.  The Defense Information Systems Agency (DISA) is responsible for orchestrating this DoD standardization initiative, with the NSA/CSS Enterprise Standards Program (NESP) leading the cryptologic component.  Because of classification requirements for cryptologic data elements, NSA maintains and periodically updates a Secure Intelligence Data Repository (SIDR), which is an independent database that mirrors and supplements the UCA Virtual Information Resource Center (VIRC).  Together, the VIRC and the SIDR serve as a system to track, model, and translate data elements.

In a related effort, the NSA Cryptologic Common Data Format (CCDF) Working Group has developed a common data model and corresponding XML data format applicable to a wide variety of intelligence-based metadata.  This effort is being closely coordinated between DoD and UCA to ensure that resultant metadata models and tagging conventions conform to DoD standards.  NSG is collaborating with the CCDF team to pursue processes for mapping tactical data into the evolving CCDF data model.

· CCDF, Version 2.4, 4 June 2002

2.9 Unique ISR Standards

2.9.1 Standards for Legacy ISR Systems Incorporation

Within the ISR community, numerous existing systems and architectures support the capabilities listed above.  However, ISR acquisition programs traditionally focused on a stand-alone product (platform, system, etc) basis – seldom considering enhanced warfare capabilities through multi-system integration or interoperability.  This traditional stand-alone capability development complicates migration to the desired interoperability and integration that a capability-focused family of systems or system of systems provides.

To achieve the desired goal, the Fn architecture must provide the migration path for the evolution/modernization of legacy systems with new acquisitions within the ISR community.  The ability to integrate multiple architectures is essential for addressing ISR enterprise issues across the ISR domain; and enables acquisition of systems that address National, Theater, and Tactical ISR issues.  Global architectures are more frameworks with standards to which specific architectures adhere.  Specific architectures are limited in scope to be able to adequately address the operational, systems, and technical variations inherent to given geographic regions and warfare requirements.  It is desirable to have legacy ISR systems incorporation standards developed to assist developers in wrapping their applications to operate on a chosen framework.  Such standards are not known to exist.

2.9.2 Emerging ISR Capabilities

Technical references for ISR capabilities include the Joint Technical Architecture (JTA) the Global Information Grid (GIG) Architecture, DoD’s Enterprise Architecture, Joint Airborne SIGINT Architecture (JASA), Maritime Cryptologic Architecture (MCA), and the Service and Agency level technical architectures.  Each of these architectures have associated standards, and all should be challenged to converge to a common set or at least have a map of potential divergences for subsequent resolution.

The following established or emerging DoD and Industry standards require agreement on which ones will be used to ensure integration/interoperability in Joint/Coalition environments:

· Joint Technical Architecture (JTA) standards and guidelines profiled for ISR/Fn,

· Sun’s Java 2 Platform, Enterprise Edition (J2EE) Version 1.4,

· Microsoft’s .Net,

· World Wide Web Consortium (W3C) Web services Profile (WS-I),

· HyperText Markup Language (HTML),

· HyperText Transfer Protocol (HTTP),

· eXtensible Markup Language (XML),

· eXtensible Stylesheet Language (XSL),

· XSL Transformations (XSLT),

· Simple Object Application Protocol (SOAP),

· Universal Description, Discovery and Integration (UDDI),

· Web Services Description Language (WDSL),

· Security Assertion Markup Language (SAML),

· IEEE 802 profiled for FORCEnet, and

· Internet Protocol version 6 (IPv6)

· Portable Operating System Interface (POSIX), 

· Common Object Request Broker Architecture (CORBA),

· Joint Tactical Radio System software communications architecture standards, 

· Present and emerging Intelligence Community (IC) standards and specifications, 

· Agent-based computing supporting ISR applications; 

· Intelligence Community Core Metadata Standards;  

· Portal structure, attribute and interface standards; 

· Network collaborative tools supporting all ISR disciplines;  

· Data replication services including GENSER and SCI level replication of ISR (MIDB, etc.) and targeting (JTT) databases;  

· Data interchange services with national intelligence collection systems and associated PED infrastructure;  

· Geo-location and precision mensuration standards unique to exploitation and targeting functions;  

· Moving Target Indicator (MTI) data;  

· Military symbology (applications of MIL-STD-2525B within ISR processes);  

· IC Digital Production environment standards;  

· Intelligence dissemination reports (beyond standards specified in USSIDs and for data links);  

· Multi-Level Security (including standards associated with NSA accreditation levels);  

· Classification standards and country codes (e.g., Automated Information System (AIS)/Controlled Access Program Coordination Office (CAPCO) and ISO 3166 country code list); and

· Other emerging DoD and Industry standards and guidelines pertinent to ISR/Fn

2.9.3 Unique Intelligence Discipline Standards

2.9.3.1 Imagery Intelligence (IMINT)

Any unique standards not addressed elsewhere

2.9.3.2 Signals Intelligence (SIGINT)

Any unique standards not addressed elsewhere

2.9.3.3 Human Intelligence (HUMINT)

Any unique standards not addressed elsewhere

2.9.3.4 Measurement and Signatures Intelligence (MASINT)

Any unique standards not addressed elsewhere

2.9.3.5 Open Source Intelligence (OSINT)

Any unique standards not addressed elsewhere

2.9.4 Intelligence Analytical/Fusion Standards

Any unique standards not addressed elsewhere

2.9.5 References

1. Maritime Cryptologic Architecture via JWICS, http://amazon.mall.nsa.nc.gov/n5/n52/mca_documents/mca_documents.htm Joint Airborne SIGINT Architecture via NSAnet, http://www.sigint.nsa./sublevel/si1/si4/s143/s1431/support/jasa/products.htm
2. Unified Cryptologic Architecture via JWICS, http://beautyshop.mall.nsa.ic.gov/ucao/activities/uca_v3.html
3. Open Architecture Computing Environment Design Guidance, Version 1.0 (Interim), 10 March 2003

4. Interim Open Architecture Standards, Version 1.0, 14 February 2003

Appendix A – List of Acronyms

A   B   C   D   E   F  G   H   I   J   K   L   M   N   O   P   Q   R   S   T   U   V   W   X   Y   Z
A&S
Architecture and Standards

AADC
Area Air Defense Commander

ABIS
Advanced Battlespace Information System

ABIT
Airborne Information Transfer Program 

ACC
Area Control Center

ACDS
Advanced Combat Direction System

ACP
Allied Communications Publication

ACTD
Advanced Concept Technology Demonstration

ADMS
Advanced Digital Multiplexing System
ADNS
Automated Digital Network System


Advanced Digital Network System

ADS
Advanced Data Systems
ADUA
Administrative Directory User Agent

ADW
Advanced Digital Waveform

AEGIS
Advanced Electronic Guidance and Intercept System 

AEHF
Advanced Extremely High Frequency

AFATDS
Advanced Field Artillery Target Designation System

AGF
Miscellaneous Command Ship

AJCN
Adaptive Joint C4ISR Node

ALE
Alternate Low Energy

ALL
ATM Adaptation Layer

ANCC
Automatic Network Channel Control

ANS
Architecture And Standards 

ANSI
American National Standards Institute

AOA
Analysis of Alternatives

AOC
Air Operation Center

AODV
Ad-hoc On-demand Distance Vector


AOL
America Online

AoR
Area of Responsibility

API
Application Program Interface

ARIADNE
Alliance of Remote Instructional Authoring and Distribution Networks    for Europe

ARG
Amphibious Ready Group

ASC
AUTODIN Switching Center

ASG
Advanced Sensor Group

ASP
Applications Service Provider

ATM






Asynchronous Transfer Mode

AUTODIN
Automated Digital Network

AWS
Advanced Wideband System

BAMS
Board Area Maritime Surveillance

BDA
Battle Damage Assessment

BE
Bandwidth Expansion

BER
Bit Error Rate

BFC2
Battle Force Command and Control

BFTT
Battle Force Tactical Training

BGP
Border Gateway Protocol

BIIF
Basic Image Interchange Format

BIPM
Bureau des Poids et Mesures

BLII
Base Level Information Infrastructure

BLoS
Beyond Line of Sight

BMC2
Battle Management Command and Control

BMC4ISR
Battle Management Command, Control, Communications, Computers, and Intelligence ISR

BNIDS
Basic Network and Information Distribution Services

BOOTP
Bootstrap Protocol

BRI
Basic Rate Interface

BUFR
Binary Universal Formatted of Representation


C2
Command and Control

C2ERA
C2 Enterprise Reference Architecture

C2I
Command, Control and Intelligence 


Command and Control Integration

C2P
Command and Control Processor

C2PC
Command and Control Personal Computer

C3
Command, Control and Communications

C3I
Command, Control, Communications and Intelligence 

C4
Command, Control, Communications and Computers

C4I
Command, Control, Communications, Computers and Intelligence

C4ISR
C4I Surveillance and Reconnaissance

C5
Command, Control, Communications, Computers, and Combat

C&A
Certification and Accreditation 

CA
Certification Authority


CADRG
Compressed Arc Digitized Raster Graphics

CAPIs
Cryptographic APIs

CAWP
Collection Awareness Web Portal 

CBS
Commission for Basic Systems

CC
Common Criteria

CCB
Change Control Board

CCDF
Cryptologic Common Data Format

CD
Collision Detection

CDBMS PP
Commercial Database Management System Protection Profile 

CDE
Common Desktop Environment

CDL
Common Data Link

CDLMS
Combat Data Link Management System

CDS
Combat Direction System


Cross-Domain Solution

CE
Controlled Extensions

CEC
Cooperative Engagement Capability

CERIAS
Center for Education and Research in Information Assurance and Security

CFFC
Commander, Fleet Forces Command

CGM
Computer Graphics Metafile

CHAP
Challenge Handshake Authentication Protocol

CHBDL
Common High Bandwidth Data Link

CHENG
Chief Engineer 

CIB
Controlled Image Base

CINC
Commander in Chief 

CIO
Chief Information Officer

CJCSM
Chairman of the Joint Chiefs of Staff Manual

CJTF
Commander Joint Task Force

CLIP
Common Link Integration Process

CMC
Commandant of the Marine Corps

CMI
Computer Managed Instruction

CMM
Capability Maturity Model

CMMA
Collection Management Mission Application

CNI
Common Network Interface

CNO
Chief of Naval Operations

CoA
Course of Action

CoI
Communities of Interest

COBLU
Cooperative OUTBOARD Logistics Upgrade

CORBA
Common Object Request Broker Architecture

COCOM
Combatant Command

COE
Common Operating Environment

COM
Common Object Model

COMSEC
Communications Security

COMPUSEC
Computer Security

COMSPAWARSYSCOM
Commander Space and Naval Warfare Systems Command

CONOPS
Concept of Operations

CONUS
Contiguous United States

COP
Common Operational Picture

CORBA
Common Object request Broker Architecture

CoS
Class of Service

COTS
Commercial Off-the-Shelf

CRS
Common Remoting Segment

CTTAs
TEMPEST Technical Authorities

CTR
Common Time Reference 

CTRS
Conventional Terrestrial Reference System

CS
Combat System

CSI
Common Secure Interoperability

CSMA/CD
Carrier Sense Multiple Access with Collision Detection

CSRR
Common Submarine Radio Room

CUB
Cryptologic Unified Build

CUP
Common Undersea Picture

CWAN
Combined Wide Area Network

CWSP
Commercial Wideband SATCOM Program

DAA
Designated Approving Authority

DAC
Discretionary Access Control

DAMA






Demand-Assigned Multiple Access 

DAP






Directory Access Protocol

DBMS






Database Management Systems

DCE
Distributed Computing Environment

DCI






Director of Central Intelligence

DDDS






Defense Data Dictionary System

DDNS






Dynamic Domain Name System

DEP
Defense Enterprise Program

DG
I






Digital Geographic Information

DGIWG





DGI Working Group

DHCP






Dynamic Host Configuration Protocol

DIGEST





Digital Geographic Information Exchange Standard

DIRNSA





Director National Security Agency

DISA
Defense Information Systems Agency

DITSCAP
DoD Information Technology Security Certification and Accreditation Process

DMS
Defense Messaging System 

DNA
Deoxyribonucleic Acid 

DNS
Domain Name System

DoD
Department of Defense

DoN
Department of the Navy

DREN
Defense Research and Engineering Network
DSCP
Differentiated Service Code Points

DSN
Defense Switched Network

DSSI
Digital Subscriber Signaling System

DTOP
Digital Topographic Data

DWTS
Digital Wideband Transmission System (USMC)
EAL
Evaluation Assurance Levels

E2E






End-to-End

EHF






Extremely High Frequency

EIA






Electronic Industries Association

EKMS






Electronic Key Management System

ELSEC
Electronic Security

ESG
Expeditionary Strike Group

EPS
Expeditionary Pervasive Sensing

ERP
Effected Radiated Power

FC
Fire Control

FCS
Fire Control System


Fibre Channel Standard
FDMA
Frequency Division Multiple Access

FDS
Flight Data System

FIPS
Federal Information Processing Standards

FLTCINC
Fleet Commander in Chief

Fn
FORCEnet

FTP
File Transfer Protocol

FTR
Federal Telecommunications Recommendation

GB
Gigabytes

GBS
Global Broadcast Service

GCCS
Global Command and Control System

GCCS-M
Global Command and Control System – Maritime

GeoSym
Geospatial Symbols for Digital Displays

GIF
Graphics Interchange Format

GIG
Grid Bandwidth Expansion


Global Information Grid

GMT
Greenwich Mean Time

GNOC
Global Network Operations Center

GNOSC
Global Network Operations and Security Center

GOTS
Government Off-the-Shelf

GPS
Global Positioning System

GPST






GPS Time

GRA
Government Reference Architecture

GRE
Generic Routing Encapsulation

GRIB
Gridded Binary

GRS
Geo-Spatial Replication Service

GSS
Generic Security Service
GUI
Graphical User Interface

HAG
High Assurance Guard

HCI
Human Computer Interface


Human Centric Integration

HDR
High Data Rate

HF
High Frequency

HITS
Hostile Integrated Targeting Subsystem

HM&E
Hull, Mechanical and Electrical

HMI
Human Machine Interface

HNA
Host Nation Agreement

HQ
Headquarters

HQMC
Head Quarters Marine Corps

HSD
High Speed Data

HSI
Human Systems Integration

HTML
Hypertext Mark-up Language

HTTP
Hypertext Transfer Protocol

HTTPS
Hypertext Transfer Protocol Secure

HUMINT
Human Source Intelligence

I&W
Indications and Warning

IA
Information Insurance

IANTN
Inter-American Naval Telephone Network

IATF
Information Assurance Technical Framework

IB
Information Broker

IBFT
Integrated Battle Force Training

IBS
Integrated Broadcast Service

ICD
Initial Capabilities Document

ICMP
Internet Control Message Protocol

ICPs
Interface Change Proposals

ICSA
International Computer Security Association

ID
Identification

IDEFIX
Integration Definition for Information Modeling

IDF
Intermediate Distribution Frame

IDL
Interface Definition Language

IDNX
Integrated Digital Network Exchange

IDS
Intrusion Detection System

IE
Internet Explorer

IEEE
Institute of Electrical and Electronic Engineers

IEC
Inter Exchange Carrier

IERS
International Earth Rotation Service

IETF
INTERNET Engineering Task Force

IF
Intermediate Frequency

IGMPv2
Internet Group Management Protocol Version 2

IIOP
Internet Inter-ORB Protocol

ILS
Integrated Logistics Support

IMINT
Imagery Intelligence

INFOSEC
Information Systems Security

INM
Integrated Network Manager

INMARSAT
International Mobile Satellite

IO
Information Operations

IOC
Initial Operational Capability

IP
Internet Provider

IPD
Integrated Prototype Demonstration

IPL
Integrated Priority List

IPT
Integrated Product Team

IPv6
Internet Protocol version

IPSec
IP Security

ISB
Intelligence Systems Board

ISDN
Integrated Services Digital Network

ISDS
Information Screening and Delivery System

ISF
Information Strike Force

ISM
Industrial, Scientific and Medical

ISNS
Integrated Shipboard Network System

ISO
International Standards Organization

ISP
Internet Service Provider

ISR
Intelligence, Surveillance and Reconnaissance

IT
Information Technology

IT-21
Information Technology for the Twenty-first Century

ITOC
Information Technology Outreach Center

ITRF
International Terrestrial Reference Frame

ITSC
Information Technology Service Center

ITU
International Telecommunications Union

IUSS
Integrated Undersea Surveillance System

IW-A
Information Warfare Attack

IW-E
Information Warfare Exploit

IWF
Inter-Working Function

IWS
Integrated Warfare System

IXS
Information Exchange System

J2EE
Java 2 Enterprise Edition

JANAP
Joint Army Navy Air Force Publication

JBC
Joint Battle Center

JC2
Joint Command and Control

JCA
Joint Services Image Processing System Concentrator Architecture

JDAM
Joint Direct Attack Munition

JDBC
Java Database Connectivity

JDCSISSS
Joint DoD IIS/Cryptologic SCI Information Systems Security Standards

JDISS
Joint Deployable Intelligence Support System

JDN
Joint Data Network

JFACC
Joint Forces Air Control Center
JFCOM
Joint Forces Command

JFMCC
Joint Force Maritime Component Commander

JFN
Joint Fires Network

JFPN






Joint Force Projection Network

JI&I
Joint Integration & Interoperability

JIEO
Joint Inoperability and Engineering Organization

JMC
Joint Military Capabilities

JMSDF
Japan Maritime Self Defense Force

JOC
Joint Operation Center

JPN
Joint Planning Network

JRE
Joint Range Extension


JRNOC
Japan Region Network Operations Center

JROC
Joint Requirements Oversight Committee

JS
Joint Staff

JSF
Joint Strike Fighter

JSIPS-N
Joint Services Image Processing System - Navy

JSOW
Joint Stand-off Weapon

JTIDS
Joint Tactical Information Distribution System

JTA
Joint Tactical Architecture

JTF
Joint Task Force

JTF WARNET ACTID
JTF Wide Are Relay Network Advanced Technology Concept Demonstration

JTRS
Joint Tactical Radio Systems

JVM
Java Virtual Machine

JWICS
Joint Worldwide Intelligence Communications System

JWID
Joint Warrior Interoperability Demonstration

Kbps
Kilobits per second

KPP
Key Performance Perimeter

KSA
Knowledge Superiority and Assurance

KWEB
Knowledge Web

LAN
Local Area Network

LANT
Atlantic

LANTFLT
Atlantic Fleet

LCC
Local Control Center

TCP
Transmission Control Protocol

LCS
Littoral Combat Ship

LDAP
Lightweight Directory Access Protocol

LDR
Low Data Rate

LEC
Local Exchange Carrier

LEO
Low Earth Orbit

LES
Land Earth Station

LF
Low Frequency

LOCE
Linked Operations-Intelligence Centers Europe

LOE
Limited Objective Experiment

LOM






Learning Object Metedata

LoS
Line-of-Sight

LQM
Link Quality Monitoring

LTSA
Learning Technology Systems Architecture

M&S
Modeling and Simulation

MAC
Mandatory Access Control

MAGTF
Marine Air-Ground Task Force

MANs
Metropolitan Area Network

MASINT
Measurement and Signals Intelligence

MC
Millennium Challenge

MC2 
Multi Mission Command and Control

MC2A
Multi Mission Command and Control Aircraft
MC2C
Multi Mission Command and Control Command

MCA
Maritime Cryptologic Architecture

MCAP
Multi-channel Access Protocol

MCCDC
Marine Corp Combat Development Command

MCCIS
Maritime Command and Control Information System

MCP
Mission Capability Process

MCTN
Marine Corps Tactical Network

MCS
Message Conversion System

MCSC
Marine Corps Systems Command

MCU
Multi-point Control Unit

MCWL
Marine Corps Warfighting laboratory

MDR
Medium Data Rate

MDU
Mission Data Update

METOC
Meteorological/Oceanographic

MEU
Marine Expeditionary Unit

MFI
Multi Function Interpreter

MGRS
Military Grid Reference System

MHP
Mobile Host Protocol

MHS
Message Handling System

MHz
Megahertz

MICFAC
Mobile Integrated Command Facility

MID
Management Initiatives Decision

MIDS
Multi-functional Information Distribution System

MIDLANT
Middle Atlantic

MILSATCOM
Military Satellite Communications

MIO
Maritime Intercept Operation

MISP
Motion Imagery Standards Profile
MISSI
Multi-level Information System Security Initiative

MIW
Mine Warfare

MLPP
Multi-Level Precedence and Preemption

MLS
Multi Level Security

MLV
Medium Launch Vehicle

MMD
Mean Mission Duration

MMS
Multi-level Message System

MNS
Mission Needs Statement

MOA
Memorandum of Agreement

MOE
Measures of Effectiveness

MOF
Meta Object Facility

MPA
Maritime Patrol Aircraft

MPI
Message Passing Interface

MPT
Manpower Personnel Training

MS
Message Store


Monitor Station

MTA
Message Transfer Agent

MTI
Moving Target Indicator

MTW
Major Theater War

MUOS
Mobile User Objective System

NAIC
National Air Intelligence Center

NATO
North Atlantic Treaty Organization

NAVAIRSYSCOM
Naval Air Systems Command 

NAVCENT
Navy Central Command

NAVEUR
Navy Europe Command

NAVMACS
Naval Modular Automated Communications System

NAVNETWARCOM
Naval Network Warfare Command

NAVSATCOMMFAC
Navy Satellite Communications Facility

NAVSEASYSCOM
Naval Sea Systems Command

NAVSSI
Navigation Sensor Systems Interface

NCES
Naval Centric Enterprise Services

NCCT
Network Centric Collaborative Targeting

NCITS
National Committee for Information Technology Standards

NCTAMS
Naval Computer and Telecommunications Area Master Station

NCTC
Naval Computer and Telecommunications Command

NCTS
Naval Computer and Telecommunications Station

NCW
Network Centric Warfare

NDI
Non-Developmental Item

NEADG
Navy Enterprise Application Development Guide

NEO
Non-combatant Evacuation Operations

NEP
Navy Enterprise Portal

NETWARCOM
Network Warfare Command

NES
Network Encryption System

NEXCOM
Navy Exchange Command

NFN
Naval Fires Network

NGC2P
Next Generation Command and Control Processor

NGDS
Naval Global Directory Service

NGN
Next Generation Network

NIAP
National Information Assurance Partnership

NIDTS
NATO Initial Data Transfer System

NIFC-CA
Naval Integrated Fire Control- Counter Air

NIIN
Naval Integrated Information Networks

NIMA
National Imagery and Mapping Products

NIPRNET
Non-secure Internet Protocol Router Network

NIRP
Non-secure Internet Protocol Router

NIS
National Input Segment

NIST
National Institute of Standards and Technology

NITFS
National Imagery Transmission Format Standard

N/JT
Naval/Joint Transformation

NM
Nautical Mile

NMCI
Navy/Marine Corps Intranet

NMDIAS
Network Management, Distribution, and Information Assurance Services

NMITC
Navy and Marine Corps Intelligence Training Center

NMS
Network Management System

NNOC
Naval Network Operations Command

NNWC
Naval Network Warfare Command

NOC
Network Operations Center

NRO
National Reconnaissance Office

NSA
National Security Agency

NSB
Nulling Spot Beam

NSSA
Naval Space Systems Activity

NSTISSC
National Security Telecommunications and Information Systems Security Committee


NSWC
Naval Surface Warfare Center

NTA
Naval Training Architecture

NTCSS
Naval Tactical Command Support System

NTDS
Naval Tactical Data System


NTI
National Tactical Integration

NTP
Network Time Protocol

NTSD
National Target /Threat Signature Data System


NWDC
Naval War Development Center

OA
Open Architecture

OACE
Open Architecture Computing Environment

OBP
Onboard Processing

OCONUS
Outside CONUS

OCS
Odyssey Collaborative System

OGC
Open GIS Consortium

OLE
Object Linking and Embedding

OMA
Object Management Architecture

OMG
Object Management Group

ONR
Office of Naval Research

OODA
Object-Oriented Design with Assemblies


OPCON
Operations Concept

OPEVAL
Operational Evaluation

OPN
Other Procurement, Navy

OPNAV
Office of the Chief of Naval Operations

OPNAVINST
Office of the Chief of Naval Operations Instruction

OPTEVFOR
Operational Test and Evaluation Force

ORB
Object Request Broker

ORD
Operational Requirements Document

OSD
Office of the Secretary of Defense

OSF
Open Software Foundation

OSI
open Systems Interconnection

OSPF
Open Shortest Plan First

OTCIXS
Officer in Tactical Command Information Exchange Subsystem

OTH
Over-The-Horizon

OV
Operational View

PAC
Pacific

PACAF
Pacific Air Forces

PACOM
Pacific Communication

PAPI
Personal and Performance Information

PBA
Predictive Battlespace Awareness

PC
Personal Computer

PCMT
Personal Computer Messaging Terminal

PCS
Personal Communications Services

PDA
Personal Digital Assistant

PE
Precision Engagement

PEO
Program Executive Office

PICS
Protocol Implementation Conformance Statement

PINS
Personal Identification Numbers

PIP
Primary Injection Point

PKCS
Public Key Cryptology Standards

PKI
Public Key Infrastructure

PLA
Plain Language Address

PLI
Precision Location Information

PMD
Program Management Division

PMW
Program Manager Warfare

PNNI
Private Network to Network Interface

PNT
Positioning, Navigation, Time

POM
Program Objective Memorandum

POP
Point-of-Presence

POR
Pacific Ocean Region

POSIX
Portable Operating System Interface

POTS
Plain Old Telephone Service

PP
Protection Profile

PPBS
Planning, Programming, and Budgeting System

PPP
Point-to-Point Protocol

PPS
Precise Positioning System

PRI
Primary Rate Interface

PRL
Portal to Request Interface

PRNOC
Pacific Region Network Operations Center

PTF
Patch and Test Facility

PTSN
Public Telephone Switched Network

PVC
Permanent Virtual Circuit

PVP
Permanent Virtual Path

QoS
Quality of Service

R&D
Research and Development

R&S
Routing and Switching

RADHAZ
Radiation Hazard

RAPIDS
Re-usable Application Integration Development Standards

RASP
Remote Access Security Program


RBM
Receive Broadcast Manager

RCS
Records Control Schedule

RDT&E
Research, Development, Test & Evaluation

RED
Random Early Detection

RF
Radio Frequency

RFC
Request for Comments

RI
Routing Indicator

RIB
Resources Integration Board

RMA
Records Management Application

RMON2
Remote Networking Monitoring 2

RMP
Recognized Maritime Picture

RNOSC
Regional Network Operations and Security Center

RS
Receive Suite

RSS
Remote Server Site

RSVP
Resource ReSerVation Protocol

RT
Receive Terminal


Real Time

RTC
Remote Terminal Component

RTP
Real-Time Protocol

RX
Receive

SABI
Secret and Below Interoperability

SACLANT
Supreme Allied Commander Atlantic

SAML
Security Assertion Markup Language

SAP
Special Access Programs

SAR
Synthetic Aperture Radar

SATCOM
Satellite Communications

SATCOMMFAC
Satellite Communications Facility

SBM
Satellite Broadcast Manager

SBU
Sensitive But Unclassified

SCC
Standards Coordinating Committee

SCI ADNS
Sensitive Compartmented Information Automated Digital Network System

SCI
Sensitive Compartmented Information

SCN
Shipbuilding and Conversion, Navy

SCIF
Sensitive Compartmented Information Facility

SDIP
Share Design and Installation Planning

SDN
Service Delivery Node

SECNAV
Secretary of the Navy

SHAPE
Supreme Headquarters Allied Powers Europe

SHF
Super High Frequency

SHIPALT
Ship Alteration

SIAP
Single Integrated Air Picture


SIDR
Secure Intelligence Data Repository

SI
Secret Intelligence

SIBF
Special Intelligence Broadcast Facility

SIDR
Secure Intelligence Data Repository
SIGINT
Signals Intelligence

SIMWG
Submarine IP Migration Working Group

SIOC
Shipboard information Operations Center

SIPRNET
Secure Internet Protocol Router Network


Secret Internet Protocol Router Network

SIWG
Shore Infrastructure Working Group

SLA
Service Level Agreement

SLEP
Service Life Enhancement Program

SMS
Service Management System

SMTP
Simple Mail Transfer Protocol

SNMPv3
Version 3 Simple Network Management Protocol

SOAP
Simple Object Application Protocol

SOF
Special Operations Forces

SOFA
Status of Forces Agreement

SONET
Synchronous Optical Network

SPAWARSYSCOM
Space and Naval Warfare Systems Command

SPS
Standard Positioning System

SRI
SABI Referenced Implementation

SRMT
Surveillance-Reconnaissance Management Tool

SRS
Shipboard Receive Suite

SSAPI
Security Support API

SSC
Small Scale Conflict

SSC
SPAWAR Systems Center

SSDS
Sensor Surveillance Data System

SSEE inc E
Ship Signals Exploitation Equipment Increment E

SSG
Strategic Studies Group

SISSM
Senior Information Systems Security Manager

SSIXS
Submarine Satellite Information Exchange Subsystem

SSL
Secure Sockets Layer

SSO
Signal Sign On

SSSO
Secure Signal Sign On

SSRS
Subsurface Receive Suite

S&T
Science and Technology

ST
Security Target

STANAG
Standardization Agreement (NATO)
STEP
Standardized Tactical Entry Point

STIMS
Sea Trial Information Management System

STOM
Ship to Objective Maneuver 

SubHDR
Submarine High Data Rate

SubSMS
Submarine Software Management System

SURTASS
Surveillance Towed Array Sensor System

SUW
Surface Warfare


SV
Systems View

SVC
Switched Virtual Circuit

TA
Technical Architecture

TACCIMS
Theater Automated Command & Control
Information Management System

TACFIRE
Tactical Fire

TACO2
Tactical Communications Protocol 2

TACOM
Tactical Communication

TACON
Tactical Control

TADIL
Tactical Digital Information Link

TADIXS
Tactical Data Information Exchange Subsystem

TAG
TEMPEST Advisory Group

TAI
International Atomic Time

TAMD
Theater Air and Missile Defense

TAOC
Tactical Air Operations Center

TBMCS
Theater Battle Management Core System

TC
Transformational Communication, Time Critical

TCA
Transformational Communications Architecture

TCDL
Tactical Common Data Link

TCF
Technical Control Facility

TCMM
Trusted Capability Maturity Model

TCP/IP
Transmission Control Protocol/Internet Protocol

TCS
Time-Critical Strike

TCT
Time-Critical Targeting

TDDS
TRAP Data Dissemination System

TDM
Time Division Multiplexing

TDMA
Time Division Multiple Access

T&E
Test and Evaluation

TEL
Telecommunications

TELNET
Telecommunications Network

TENCAP
Tactical Exploitation of National Capabilities

TES-N
Tactical Exploitation System-Navy

TESS
Tactical Engagement Simulation System

TFW
Task Force Web  
TGRS
Transportable Ground Receive Suite

TI
Track Identification

TIA
Terrestrial Interconnection Architecture

TIB
Technical Integration Board

TIBS
Tactical Information Broadcast System

TIDS
Tactical Integrated Digital System

TIP
TDMA Interface Processor or Theater Injection Point

TIQ
Track Identification Quality

TISs
Technical Interface Specification

TMG
Tactical Messaging Gateway

TMN
Telecommunications Management Network

TOA
Target of Evaluation

TOPS
Tactical Operations

TPED
Tasking, Processing, Exploitation, Dissemination

TPO
Transport Protocol Class 0

TQ
Track Quality

T-SCIF
Tactical-SCIFs

TRI
TSABI Referenced Implementation

TRANSEC
Transmission Security

TRAP
Tactical and Related Applications Program

TRM
Technical Reference Manual

TS
TOP SECRET


Transmit Suite

TSABI
Top Secret and Below Interoperability

TSM
Trusted Software Methodology

TSS
Tactical Switching System

TSTS
Total Ship Training System

TTNT
Tactical Targeting Network Technology

TTP
Tactics/Techniques/Procedures

TV
Technical View

TWTT
Two-way Satellite Time Transfer

UA
User Agent

UCA
Unified Cryptologic Architecture

UDDI
Universal Description, Discovery and Integration


UDP/IP
User Datagram Protocol

UFO
UHF Follow-on

UGS
Unattended or Unmanned Ground Sensor

UHF
Ultra High Frequency

UNI
User-to-Network Interface

UNIX
Uniplexed Information and Computing System
USMC
United States Marine Corp

USN
United States Navy

URI
Uniform Resources Identifier

URL
Uniform Resource Locator

USACOM
United States Atlantic Command

USAF
United States Air Force

USCINCPAC
Commander in Chief, U.S. Pacific Command

USJFCOM
United States Joint Forces Command

USM
User-based Security Model

USPACOM
United States Pacific Command

UUV
Unmanned Undersea Vehicle

VBR
Variable Bit Rate

VG
Virtual Generator

VIXS
Video Information Exchange System

VLF
Very Low Frequency

VMF
Variable Message Format

VPF
Vector Product Format

VPN
Virtual Private Network

VRML
Virtual Reality Modeling Language

VSM
Video Systems Matrix

VTC
Video Teleconference

VTUs
VTC Units

WA
Western Atlantic

WAN
Wide Area Network

W3C
World Wide Web Consortium

WAN
Wide Area Network

WDSL
Web Services Description Language

WEN
Web Enabled Navy

WEP
Wireless Encryption Protocol

WG
Working Group

WGS
Wideband Gapfiller Satellite

WMO
World Meteorological Organization

WMP
Wideband Modernization Plan

WNW
Wideband Networking Waveform

WVS+
World Vector Shoreline Plus

XCP
eXplicit Control Protocol

XIS
Extensible Information System
XML
Extensible Mark-up Language

XSL
eXtensible Style sheet Language


XSLT
XSL Transformations
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Appendix B – Standards, Specifications, and Reference Documents

	Standards, Specifications, and Reference Documents

	Department of Defense. Joint Technical Architecture (JTA), Version 6.0; 3 October 2003.

	Department of Defense Architecture Framework Version 1.0, 30 August 2003

	Chairman, Joint Chiefs of Staff. Instruction 6212.01C, Interoperability and Supportability of National Security Systems, and Information Technology Systems, 20 November 2003.

	Joint Chiefs of Staff. Joint Vision 2020, Jun 00; http://www.dtic.mil/jv2020/

	Department of the Navy, Information Management and Information Technology, DON CIO Strategic Plan, FY 2004-2005

	Defense Information Systems Agency. Defense Information Infrastructure Common Operations Environment (COE) Integration and Runtime Specification (I&RTS), Version 4.0, October 1999.

	Department of Defense, Chief Information Officer. Guidance and Policy Memorandum 6-8510, Department of Defense Global Information Grid Information Assurance and Information Assurance Implementation Guide, June 2000.

	Department of Defense, Chief Information Officer. Guidance and Policy Memorandum 8-8001, Global Information Grid, March 2000.

	DoD Technical Reference Model, Version 1.0, 5 November 1999 

	Department of Defense, Chief Information Officer. Guidance and Policy Memorandum 11-8450, DoD Global Information Grid (GIG) Computing, April 2001.

	Department of Defense. Directive 5000.1, The Defense Acquisition System, (Change 1) 4 January 2001.

	Department of Defense. Regulation 5000.2-R, Mandatory Procedures for Major Defense Acquisition Programs and Major Automated Information Systems (MAIS) Acquisition Programs, 6 June 2001.

	National Security Agency. Information Assurance Technical Framework (IATF), Rel. 2.0.1, 1999.

	Office of the Secretary of Defense, C3I. C4ISR Architecture Framework, CISA-0000-104-96, Version 2.0, http://www.c3i.osd.mil/org/cio/i3/AWG_Digital_Library/index.htm

	Air Force C2 Enterprise Technical Reference Architecture, 1 December 2002

	Air Force Infostructure Technical Reference Model (i-TRM), https://www.infostructure.hq.af.mil/, 2002

	Node information Services Version 3.2, 02 September 2003

	Reusable Application Integration and Development Standards (RAPIDS)

	Net-Centric Warfare Reference Model for DoD’s Global Information Grid, NCOW Version 1.0, 30 September 2003

	OASD for Networks and Information integration/DoD CIO, Net-centric Checklist, 13 Feb 2004

	Global Information Grid Enterprise Services Initial Capabilities Document, working draft, 9 September 2003

	Open Architecture Computing Environment Technology and Standards, Version 1.0 (interim), 10 March 2003

	Assistant Secretary of Defense for C3I. Memorandum, Policy Guidance for the use of Mobile Code Technologies in DoD Information Systems, November 7, 2000.

	Chairman of the Joint Chiefs of Staff Instruction (CJCSI) 6510.01C, Information Assurance Implementation (IA Defense in Depth and Computer Network Defense), 1 August 2000

	Information Assurance Technical Framework, Release 3.0, September 2000

	Joint Tactical Architecture-Army, Version 6.5, 10 May 2002

	FORCEnet Architecture & Standards, Volume I, Operational & Systems View, Office of the Chief Engineer SPAWAR 05, Version 1.3, 27 February 2003


Appendix C – EMC/EME Guidance

Electromagnetic (EM) Compatibility (EMC)

The ability of systems, equipment, and devices that utilize the electromagnetic spectrum to operate in their intended operational environments without suffering unacceptable degradation or causing unintentional degradation because of electromagnetic radiation or response.  It involves the application of sound electromagnetic spectrum management; system, equipment, and device design configuration that ensures interference-free operation; and clear concepts and doctrines that maximize operational effectiveness. 

Electromagnetic (EM) Environment (EME)

The resulting product of the power and time distribution, in various frequency ranges, of the radiated or conducted electromagnetic emission levels that may be encountered by a military force, system, or platform when performing its assigned mission in its intended operational environment.  EME is the sum of electromagnetic interference, electromagnetic pulse, hazards of electromagnetic radiation to personnel, ordnance, and volatile materials, and natural phenomena effects of lightning and precipitation static.

Electromagnetic (EM) Spectrum

The range of frequencies of EM radiation from zero to infinity.  Within this document the terms “electromagnetic spectrum,” “radio frequency spectrum,” and “spectrum” shall be synonymous.

Radio Frequency (RF) Spectrum

The frequencies (or wavelengths) associated with radio wave propagation (3 kilohertz (3 X 103 hertz) to 300 gigahertz (3 X 1011 hertz) or a wavelength of 100 kilometers to 1 millimeter, respectively).  Within this directive the terms radio frequency spectrum and spectrum shall be synonymous.

Spectrum-Dependent Systems

Those electronic systems, subsystems, devices and/or equipment that depend on the use of the electromagnetic spectrum for the acquisition or acceptance, processing, storage, display, analysis, protection, disposition, and transfer of information. 

Spectrum Management

Planning, coordinating, and managing joint use of the electromagnetic spectrum through operational, engineering and administrative procedures.  The objective of spectrum management is to enable electronic systems to perform their functions in the intended environment without causing or suffering unacceptable interference.  

Equipment Spectrum Certification

The statement(s) of adequacy received from authorities of sovereign nations after their review of the technical characteristics of a spectrum-dependent equipment or system regarding compliance with their national spectrum management policy, allocations, regulations, and technical standards.  Equipment Spectrum Certification is alternately called “spectrum certification.  Note:  Within the United States and Its Possessions the requirement for certification of DoD spectrum-dependent equipment is prescribed statutorily by OMB Circular A-11, Part 2, and Title 47, CFR, Chapter III, Part 300 (the National Telecommunications and Information Administration “Manual of Regulations and Procedures for Federal Radio Frequency Management) and also applies to all equipment or systems employing satellite techniques.

Spectrum Supportability

The determination as to whether the electromagnetic spectrum necessary to support the operation of a spectrum-dependent equipment or system during its expected life cycle is, or will be, available (that is, from system development, through developmental and operational testing, to actual operation in the electromagnetic environment).  The assessment of an equipment or system as having "spectrum supportability" is based upon, at a minimum, receipt of equipment spectrum certification, reasonable assurance of the availability of sufficient frequencies for operation, and consideration of electromagnetic compatibility (EMC).
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Appendix D – FORCEnet Standards Comparison – JTA/OACE

	Fn Service Category
	Standards
	Function of the Standards
	Services of the Standards
	Fn A&S Doc References 
	JTA 6.0 Mandated or Emerging
	Code
	OACE Reference
	Code
	JTA-Army 6.5
	Code
	C2 ERTA
	Code

	Software Engineering Services
	DoD Technical Reference Model Version 1.0
	Application Software Definition -COTS/GOTS Software
	Defines mission oriented and common support applications
	2.1.1.1
	 
	DNA
	 
	DNA
	2.2.1
	C
	 
	DNA

	 
	RAPIDS Ver 1.5
	Reusable Application Integration and Development Standards
	improve portability, reduce cost, and accelerate deployment schedules
	2.1.1.1
	 
	DNA
	 
	DNA
	 
	DNA
	3.1
	C

	 
	IEEE 12207:1997
	Software Life Cycle Processes
	Provide guidance for Software Design
	2.1.1.2.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	IEEE/EIA 12207.1-1997
	Software Life Cycle Data
	 
	2.1.1.2.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	IEEE/EIA 12207.2-1997
	Software Life Cycle Processes-Implementation Considerations
	 
	2.1.1.2.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	IEEE 828-1998
	Software Configuration Management Plans
	 
	2.1.1.2.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	IEEE 1028-1997
	Standard for Software Reviews
	 
	2.1.1.2.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	IEEE 1012-1998
	Standard for Software Verification and Validation
	 
	2.1.1.2.1
	 
	DNA
	
	DNA
	 
	DNA
	 
	DNA

	Programming Languages
	 
	JAVA, C++
	Programming standards referenced in OACE
	DNA
	 
	DNA
	5.14
	V
	 
	DNA
	4.2
	GR

	User Interface Services
	C903,904,905, 507,M021: CDE 2.1/Motif 2.1 User's Guide, M027:  CDE 2.1/Motif 2.1 - Style Guide and Glossary,
M028:  CDE 2.1/Motif 2.1 - Style Guide Certification Check List, M029:  CDE 2.1/Motif Style Guide Reference
	Common set of desk top applications using Motif 
	Provides a set of desktop application and management capabilities for use w/portable operating systems interface.
	2.1.1.2.2
	 2.5.2.1
	E
	 
	DNA
	2.2.2.1.2
	C
	 
	DNA

	User Interface Services WIN32
	WIN32 APIs, MS Platform.
	Windows Application Programming Interface (API) providing building blocks used by applications written for MS WIN
	Gives applications access to the computer resources; features of the operating system, such as memory, file systems, devices, processes, and threads. 
	2.1.1.2.2
	2.5.2.2
	C
	 
	DNA
	2.2.2.1.2
	C
	 
	DNA

	Data Management Services
	ISO/IEC 9075 (1-5, 10): 1999 Note--OACE lists several additional SQL STDS
	SQL Data Base Management Standards---Sharing of data between applications; application clients and database Servers.
	Supports independent management of data shared by multiple applications.
	2.1.1.2.4
	 2.5.3
	V
	5.10
	V
	G.2.2.1.5
	C
	D.1
	GR

	 
	ISO/IEC 9075-3: 1995 Information Technology - Database Languages.
	 Information Technology - Database Languages
	Supports exchange of data between applications, and to/from external environment.
	2.1.1.2.4
	 2.5.3
	C
	5.10
	C
	 2.5.3
	C
	D.1
	GR

	 
	ISO/IEC 13249-3-1999
	Management of Multimedia
	Support SQL Multimedia and application packages
	2.1.1.2.4
	 
	DNA
	5.10
	C
	2.3.2.2
	C
	 
	DNA

	 
	ISO/IEC 9579: 2000
	Remote Data Access for SQL
	Enables client access to database servers
	2.1.1.2.4
	
	DNA
	5.10
	C
	2.3.2.2
	C
	 
	DNA

	 
	ODMG 3.0
	Manage object-oriented databases
	storing objects in as DBMS consistent with ODMG model
	2.1.1.2.4
	C C4ISR.SR 2.2
	C
	 
	DNA
	2.3.2.2
	C
	D.1
	GR

	 
	JDO 1.0:3/25/2002
	Java Data Objects
	Java object persistence to Object-Oriented or Object/Relational Data Stores
	DNA
	 
	DNA
	5.10
	 
	 
	DNA
	 
	DNA

	 
	Collaboration at Sea (CAS)
	Data Replication
	In work
	2.1.1.2.5
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	Data Interchange Services
	ISO 8879
	Document interchange for SGML docs
	Electronic dissemination for viewing in multiple formats
	2.1.1.2.7
	 
	DNA
	 
	DNA
	2.2.2.1.4.1
	C
	 
	DNA

	 
	ISO / IEC 8879:1986 Information Processing, HTML 4.01 Specifications 24 Dec, 1999, REC HTML 401-1999 1224
	web initerchange of hypertest documents
	formatting web documents
	2.1.1.2.7
	2.5.4.1
	C
	 
	DNA
	2.2.2.1.4.1
	C
	4.3.2.3
	GR

	 
	XML 1.0, W3C
	Designing text formats
	Interpretation and display of XML data in a variety of applications
	2.1.1.2.7
	 2.5.4.1
	C
	5.8.4
	C
	 2.5.4.1
	C
	4.3.2.3
	GR

	 
	Resource Description Format (RDF) , REC-rdf-syntax-19990222, W3C 1999 
	Defines a mechanism for describing resources
	Model for representing named properties (attributes of resources), property values, and relationships between properties
	2.1..1.2.7
	2.5.4.1
	C
	 
	DNA
	 
	DNA
	 
	DNA

	Graphics Data Interchange
	JPEG File Interchange Format, v 1.02
	Describes several alternative algorithms for the representation and compression of raster images.
	It is a character encoding system for creating software applications that work in any language
	2.1.1.2.8
	2.5.4.3
	C
	 
	DNA
	2.2.2.1.4.2
	C
	4.3.3
	GR

	 
	IETF RFC 2083, Portable Network Graphic Specification, v 1.0, January 1997.
	The PNG format provides a portable, legally unencumbered, well- compressed, well-specified standard for loss less bitmapped image files.
	Storage and transmission of animated graphics and complex still images
	2.1.1.2.8
	2.5.4.3E
	C
	 
	DNA
	2.2.2.1.4.2
	C
	 
	DNA

	 
	Graphics Interchange Format (GIF) Ver 89a
	Defacto standard for exchanging graphics and images over an internet
	For the lossless interchange of raster images that have no geospatial context
	2.1.1.2.8
	2.5.4.3
	C
	 
	DNA
	2.2.2.1.4.2
	C
	 
	DNA

	Geospatial Data Interchange
	MIL STD 2411, 1994
	Raster product format
	Interchange of raster-formatted digital geospatial data among DoD Components
	2.1.1.2.9
	2.5.4.4.1
	C
	 
	DNA
	2.2.2.1.4.3
	C
	 
	DNA

	 
	MIL STD 2407,1996
	Vector product format
	Interchange of vector-formatted digital geospatial data among DoD Components
	2.1.1.2.9
	2.5.4.4.1
	C
	 
	DNA
	2.2.2.1.4.3
	C
	 
	DNA

	 
	MIL STD 2401, 1994, World Geodetic system
	Conventional Terrestial Reference System
	Support systems generating maps
	2.1.1.2.9
	2.5.4.4.1
	V
	 
	DNA
	2.2.2.1.4.3
	C
	 
	DNA

	 
	FIPS Pub  10-4, thru 2001
	Geopolitical entities list
	Interchange of geospatial information requiring the use of country codes
	2.1.1.2.9
	2.5.4.4.1
	C
	 
	DNA
	2.2.2.1.4.3
	C
	 
	DNA

	Still Imagery Data Interhcange
	Mil STD 2500B, MIL STD 188-196&199,ISO/IEC 8632:1999,ISO/IEC 10918-1:1994, STANAG 4545
	Exchange, storage, and transmission of digital-imagery 
	Imagery product dissemination
	2.1.1.2.10
	 2.5.4.5
	V
	 
	DNA
	2.2.2.1.4.4
	C
	 
	DNA

	Motion Imagery Data Interchange
	Motion Imagery Standards Profile, Nov 2001
	Streaming Video
	Support real-time video interchange
	2.1.1.2.11
	2.5.4.6
	V
	 
	DNA
	2.2.2.1.4.7
	C
	 
	DNA

	Digital Audio
	ISO/IEC 11172-3:1993, Information Technology,
	Audio for digital storage
	Promote effective audio data sharing between intelligence systems in the FORCEnet domain
	2.1.1.2.12
	2.5.4.6.3
	V
	 
	DNA
	2.2.2.1.4.7
	C
	 
	DNA

	Data Formats
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Signal Related Information
	USIDD 126
	Data format for signal related infomration
	Exchange of collected signals data and SRI between processing subsystems
	2.2.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	Data Interchange Storage Media
	ISO 9660:1988
	Volume and File structure of CD-ROM for information interchange
	Guidance in the use of Compact Disc-Read Only Memory (CD-ROM) technology
	2.2.1.3
	 2.5.4.8
	C
	 
	DNA
	2.2.2.1.4.8
	C
	 
	DNA

	Atmospheric and Oceanographic Data Interchange
	FM-92-X ext. GRIB WMO No. 306
	Weather Product Information
	Exchange of Weather Product Messages in Gridded Binary 
	2.2.1.4
	2.5.4.4
	C
	 
	DNA
	2.2.2.1.4.9
	C
	 
	DNA

	 
	FM-94-X ext. BUFR WMO No. 306
	Binary Universal Format for Representation 
	Interchange of atmospheric and oceanographic data
	2.2.1.4
	2.5.4.4
	C
	 
	DNA
	2.2.2.1.4.9
	C
	 
	DNA

	Time of Day Interchange
	ITU-R  TF 460-5
	Coordinated Universal Time 
	Time-of-day information exchanged among DoD systems
	2.2.1.5
	2.5.4.9
	C
	 
	DNA
	2.2.2.1.4.12
	C
	 
	DNA

	Dissemination Reports
	USIDD 126, 205, 300,301,341,350,351,369,504, MIL-STD 6061A, STANAG 5516,MIL-STD 6040,
	Dissemating C4ISR formatted reports
	Support tactical data exchange
	2.1.1.6
	4.8.1.1
	V
	 
	DNA
	4.2.6.2.2
	V
	 
	DNA

	 
	ANSI/IEEE  754-1985
	Bianry Floating Data Interchange
	Processing binary floating-point numbers
	2.1.1.6
	4.8.1.3
	C
	 
	DNA
	 
	DNA
	 
	DNA

	Graphic Services
	ANSI/ISO/IEC 9636-1,2,3,4,5,6:1991; OpenGL Graphics System (4-99)
	Define Graphics Specification
	Support the creation and manipulation of graphics
	2.1.1.7
	2.5.5
	C
	 
	DNA
	2.2.2.1.5
	C
	 
	DNA

	Communication Services
	None listed
	 
	Support distributed applications that require data access and applications interoperability in a networked environment
	2.1.1.8
	 
	DNA
	 
	 
	 
	DNA
	 
	DNA

	Operating System Services
	ISO/IEC 9945, IEEE 1003 (2d), ISO/IEC 14519, ISO/IEC 1003.13
	POSIX Requirements
	Operate and administer a computer platform and to support the operation of application software
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	 
	DNA

	 
	ISO/IEC 9945-1:1996
	 Part 1: System Application Program Interface (API) [C language] 
	Mandated Services, Real-time optional services,& Thread Optional Services
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	 
	DNA

	 
	IEEE 1003.2d:1994
	Part 2: Shell and Utilities – Amendment: Batch Environment
	 
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	 
	DNA

	 
	ISO/IEC 14519:1999
	POSIX Ada Language Interfaces 
	Binding for System Application Program Interface (API) – Real-time Extensions (Incorporates IEEE 1003.5b:1996 and IEEE 1003.5g:1999)
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	 
	DNA

	 
	IEEE 1003.13-1998
	Standardization Applications Environment Profile
	POSIX Real-time Application Support
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	 
	DNA

	 
	LINUX Standard base specification
	LINUX Applications
	Not addressed in Fn but in JTA
	DNA
	2.5.7
	V
	 
	DNA
	 
	DNA
	 
	DNA

	Internationalization
	ISO/IEC 8859-1:1998, ISO/IEC 10646-1:2000
	Character set coding standards
	Define, select and change between different culturally related application environments 
	2.1.1.10
	2.5.8
	C
	 
	DNA
	2.2.2.1.8
	C
	 
	DNA

	Distrbiuted Computing Services
	C310, Xopen DCE, C705, DCE 1.1, C706, DCE 1.1, OSF-DCE 
	 
	 
	2.2.1.12
	6.4.1.3.2
	E
	 
	DNA
	2.2.2.2.4.1
	C
	 
	DNA

	 
	OMG 99-10-07, 2000-06-19, 15, 26-29,12,98-06-01, 97-09-06, /97-09-07
	Common Object Request Broker: Architecture & Specification (note--JTA shows as no stds emerging)
	Define interfaces and semantics for services required to support distributed objects, such as naming, security, transactions and events
	2.2.1.12.2
	6.4.1.7
	V
	5.8.4
	V
	2.2.2.1.11
	C
	4.3.2.7
	GR

	CORBA
	formal 02-06-33, 02-08-02
	OVER 30 CORBA Standards listed in OACE
	NEEDS REVIEW TO SEE WHAT CORBA SERVICES SHOULD BE IN Fn
	2.2.1.12.2
	6.4.1.7
	V
	5.8.4
	V
	2.2.2.2.4.2
	V
	4.3.2.7
	GR

	 
	1.0:3/25/2002
	JAVA DATA OBJECTS
	 
	DNA
	 
	 
	5.1
	V
	 
	DNA
	 
	DNA

	 
	DCOM
	Distributed computing for microsoft applications
	 
	DNA
	 
	 
	4.8.5
	V
	 
	DNA
	 
	DNA

	Sensor Systems Interface Standards
	None listed
	 
	 
	2.3
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	Precision Navigation and Time
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Spatial Reference Standards
	WGS-84, MIL-STD 2401 & NIMA Technical Report TR 8350.2 
	 Absolute global reference frame 
	Determination of position and navigation
	2.4.2.1
	2.5.4.4.1
	C
	 
	DNA
	F.MS.2.2.2.1
	V
	 
	DNA

	Battle Groups and Theater Forces
	Military Grid Reference System
	Apporved local datum reference to WGS 84
	Transformation between systems and special mapping arrangements are provided by NIMA
	2.4.2.2
	DNA
	V
	 
	DNA
	F.MS.2.2.2.1
	V
	 
	DNA

	 
	None listed: referes to WGS84
	Warfighting Unit, System and Sensor Subsystem
	 
	2.4.2.3
	 
	DNA
	 
	DNA
	F.MS.2.2.2.1
	V
	 
	DNA

	Temporal Reference Standards
	Common Temporal Reference is Coordinated Universal Time (UTC) 
	Accurate time
	Precise comparison systems must be used for continuous comparison to maintain a system “on time”
	2.4.3
	2.5.4.9
	V
	4.13
	C
	 
	DNA
	 
	DNA

	Battle Group and Unit/Unit System Sensor
	 
	UTC (USNO) as the Common Time Reference (CTR) for data exchange and interoperability between units and systems
	 
	2.4.3.1-2 
	2.5.4.9
	C
	4.13
	C
	 
	DNA
	 
	DNA

	Global Positioning System
	ICD-GPS-200, 202, 060, MIL-STD-188-115, -STD-1399, STANAG 4430, ITU-R TF.460-5, " IEEE Std 1139-1999,", TFDS-PERFSPEC-01-U-R0C0, N66001-97-R-0004
	 
	Geo/location/common temporal reference and PNT Errors expression derivation and resolution
	2.4.4&5
	3.4.5
	V
	 
	DNA
	3.2.1.5
	V
	 
	DNA

	 
	CJCSI 6130.01B of 15 June 2000/CJCS Instruction 3900.01A & B
	Positioning, Navigation and Timing Plan/Position Reference Procedures/Geospatial Information and Services & Supplemental Instruction to Joint Capabilities Plan FY1998
	 
	2.4.4 &5
	3.4.5
	V
	 
	 
	 
	DNA
	 
	DNA

	 
	MIL-STD-2401 
	Common spatial reference
	 
	2.4.5.1
	2.5.4.4.1
	C
	 
	DNA
	2.2.2.1.4.3
	C
	 
	DNA

	Radio Frequency Interfaces
	21.4 MHz,70 MHz,160 MHz, 1 GHz,
RF input, output and connecting coaxial cable impedance shall be 50 ohms (nominal)
	 
	Provide the necessary input signal to optimize system signal performance 
	2.4.5.3/4
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	Geolocation
	NIMA DTED Levels 1-3, MIL STD 2401, 
	Mapping Functions
	Support for C4ISR Mapping applications
	2.4.5.5
	3.4.5
	V
	 
	DNA
	2.2.2.1.4.3
	C
	GR 4.3.3
	DNA

	Emerging Standards
	 
	 
	 
	2.4.6
	 
	 
	 
	 
	 
	 
	 
	 

	Data Management Services
	ANSISO/IEC 9075-1 thru 5:1999--Note OACE shows these as mandatory
	 Information Technology - Database Languages
	Supports exchange of data between applications, and to/from external environment.
	2.1.1.2.4
	2.5.3(V2)
	V
	5.1
	v
	2.2.3.2
	C
	 
	DNA

	Web Services 
	XHTML 1.0, W3C 26 January 2000
	Extensible HyperText Markup Language
	Reformulates HTML as an XML application
	2.4.6.2.1
	2.5.4.1 (V2)
	C
	 
	DNA
	2.3.2.1.1.7
	 
	 
	DNA

	 
	Xforms 1.0
	Document Interchange
	Associates the capabilities of XML and the ease of HTML for a wide range of devices
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	 
	DNA
	2.3.2.1.1.7
	C
	 
	DNA

	 
	RDF W3C, 22 February 1999
	Resource Description Framework Model and Syntax Specification
	Foundation for processing Web-based metadata
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	 
	DNA
	 
	DNA
	 
	DNA

	 
	RDF W3C, 27 March 2000
	Resource Description Framework Schema Specification
	Provides a machine-understandable system for defining “schemas” for descriptive vocabularies 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	 
	 
	 
	DNA
	 
	DNA

	 
	XSL, Version 1.0, W3C, 15 Oct 2001 
	Xstensible stylesheet langauge
	Formatting highly structured information such as XML-structured data or XML documents 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	 
	DNA
	4.2.8
	C
	 
	DNA

	 
	XSLT, W3C 24 August 2001
	XML Stylesheet Language Transformations 
	 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	 
	 
	DNA
	4.2.8
	C
	4.3.2.3
	GR

	 
	 (XPATH), Version 1.0, W3C Recommendation, 16 November 1999
	XML Path Language
	XPath is a language for addressing parts of an XML document, designed to be used by XSLT
	2.4.6.2.1
	V 2.5.4.1 (V2)
	 
	 
	DNA
	 
	DNA
	4.3.2.3
	GR

	 
	XML-Signature Syntax and Processing, W3C Recommendation, 12 February 2002.
	 
	Applies an XML-encoded digital signature within an XML document
	2.4.6.2.1
	V 2.5.4.1 (V2)
	 
	 
	DNA
	 
	DNA
	4.3.2.3
	GR

	 
	XPOINTER, Version 1.0 W3C
	XML Pointer Language 
	fragment identifier for any URI reference 
	2.4.6.2.1
	 
	DNA
	 
	DNA
	 
	DNA
	4.3.2.3
	GR

	 
	XQuery 1.0, W3C 15 November 2002
	 An XML Query Language
	Extract data from collections of XML documents 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	 
	 
	DNA
	 
	DNA
	4.3.2.3
	GR

	 
	WSDL Version 1.1, W3C 15 March 2001
	Web Services Description Language 
	Defines the XML grammar needed for network services for distributed systems 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	 
	 
	DNA
	 
	DNA
	4.3.2.5
	GR

	 
	SOAP Version 1.1, W3C, 08 May 2000
	Simple Object Access Protocol 
	lightweight XML protocol used for exchanging information in a decentralized, distributed environment
	2.4.6.2.1
	V 2.5.4.1 (V2)
	 
	 
	DNA
	 
	DNA
	4.3.2.4
	GR

	 
	UDDI Version 3.0, 19 July 2002
	 
	Publishing and discovery of Web services
	2.4.6.2.1
	V 2.5.4.1 (V2)
	 
	 
	DNA
	 
	DNA
	4.3.2.6
	GR

	 
	CSS Level 1 (CSS1), W3C, 17 December 1996.
	Cascading Style Sheets 
	formatting documents
	2.4.6.2.1
	V 2.5.4.1 (V2)
	 
	 
	DNA
	 
	DNA
	 
	DNA

	 
	 WSRP v1.0,  OASIS, Aug 2003 
	Web services for remote portals
	 
	2.4.6.2.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	Imagery Data
	ISO/IEC 14772-1:1998
	Virtual Reality Markup Language
	Capabilities for 3-D representation of data
	2.4.6.2.2
	2.5.4.3 (V2)
	C
	 
	DNA
	2.3.2.1.1.2
	C
	 
	DNA

	 
	DIGEST: Edition 2.0, June 1997
	Digital Geographic Information Exchange Standard 
	Support the transfer of DGI between GISs in DoD, U.S., NATO
	2.4.6.2.3
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ISO/IEC 12087-5:1998, • ISO/IEC 15444-1: 2000, JPEG 2000 
	Still-Imagery Data Interchange
	Foundation for interoperability in the interchange of imagery and imagery-related data among applications
	2.4.6.2.4
	2.5.4.5 (V2)
	C
	 
	DNA
	2.3.2.1.1.4
	V
	4.3.3
	GR

	 
	ATSC A/52 (Audio), Dolby Digital AC3 
	Video Imagery
	Emerging Standards, Profiles, and Recommended Practices for Video Imagery applications
	2.4.6.2.5
	 
	DNA
	 
	DNA
	F.3.5.2.2
	V
	4.3.3
	GR

	 
	DoD Guide to Selecting Multimedia Stds, Technologies, etc. 15 February 1998
	Multimedia Data Interchange
	Defines emerging standards for DoD systems employing Multimedia
	2.4.6.2.7
	2.5.4.10 (V2)
	V
	 
	DNA
	 
	DNA
	 
	DNA

	 
	 
	Signal Descriptor File
	Not addressed in Fn or JTA
	2.4.6.2.8
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	Operating System Services
	P1003.1a, IEEE1003.1d, • IEEE 1003.1j,• P1003.1m, • P1003.1q, • P1003.5g/D1.0, • P1003.13a/D1,• P1003.21, • C808 Networking Services (XNS)
	Emerging POSIX Requirements
	 
	2.4.6.3.1
	2.5.7 (V2)
	V
	5.5
	V
	2.2.2.1.7
	V
	 
	DNA

	 
	Java Virtual Machine (JVM) 
	 
	Support applications executed through a Web browser or to support development of portable applications
	2.4.6.3.2
	 
	DNA
	 
	DNA
	2.3.2.3
	C
	 
	DNA

	 
	ISO/IEC ISP 15287-2:2000, ISO/IEC 9945-1 
	Real Time Operating Systems
	Satisfy a wide range of real-time system
requirements based upon the application platform’s size and function.
	DNA
	2.5.7 (V2)
	V
	 
	DNA
	2.2.2.1.7
	V
	 
	DNA

	 
	MPI/RT Version 1.0
	Real-Time Communications Services
	 
	2.4.6.3.4
	 
	DNA
	5.8.4
	V
	 
	DNA
	 
	DNA

	 
	CORBA, OMA
	Fn DNA
	Distributed-Computing Services & Distributed Object Computing
	2.4.6.4
	2.5.11 (V2)
	V
	5.8.4
	V
	2.2.2.1.11
	C
	4.3.2.7
	GR

	Support Application Services
	DoD-5015.2-STD 1997 note JTA lists 2002 version
	Electronic Records Management Software Applications
	Baseline set of requirements for Records Management Application (RMA) software
	2.4.6.5.1
	2.5.12.1 (V2)
	C
	 
	DNA
	2.3.1.1.2
	C
	 
	DNA

	 
	IEEE 1484.1, .2, .11,.12, AICC AGR 006 CMI, V2.0, 1998 
	Learning technology
	Provide for an integrated environment for education, training, and decision support
	2.4.6.5.2
	2.5.12.2 (v2)
	C
	 
	DNA
	2.3.1.1.1
	C
	 
	DNA

	Human Systems Integration
	 
	 
	 
	2.5
	 
	 
	 
	 
	 
	 
	 
	 

	General Human Systems Standards
	ISO 13407, 1 Jun 1999
	Ergonomics of Human Systems Integration 
	Describes user centred design 
	2.5.1.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ISO PAS 18152, 1 Oct. 2003
	Specification For The Process Assessment Of Human-System Issues
	Addresses issues associated with humans throughout the system life cycle
	2.5.1.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ISO 6385, 13 Jan. 2004
	Ergonomics in the design of work systems
	 
	2.5.1.1
	 
	DNA
	 
	DNA
	 
	DNA
	
	DNA

	 
	ISO 15288, 01 Nov 2002, MIL-HDBK-46855A
	System Engineering – System Lifecycle Processes
	Deals with system life-cycle processes: hardware, software and human interfaces
	2.5.2.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ISO 15504, 15 Oct 2003
	Software Engineering – Process Assessment
	Deals with system life-cycle processes: hardware, software and human interfaces
	2.5.1.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	MIL-STD 1472F, 31 Mar 1998
	Human Engineering Criteria
	Establishes general human engineering criteria, principles, and practices for design and development of military systems, equipment and facilities
	2.5.1.2
	 
	DNA
	 
	DNA
	5.2.2
	C
	 
	DNA

	 
	MIL-HDBK-759C, 31 Mar 1998
	Handbook for Human Engineering Design Guidelines
	Supplement MIL-STD-1472, DoD Design Criteria Standard - Human Engineering
	2.5.1.2
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	HFES 100 
	Human Factors Engineering of Computer Workstations
	Supplement MIL-STD-1472, DoD Design Criteria Standard - Human Engineering
	2.5.1.2
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	EIA HEB1 
	Human Engineering Principoles and Practices
	 
	2.5.1.2
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ISO 9241-11, 1998
	Ergonomic Requirements for office work with VDT's
	 
	2.5.1.4
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	MIL-HDBK-1098B, 16 Aug 1999
	Handbook for Human Factors terms
	Supplement MIL-STD-1472, DoD Design Criteria Standard - Human Engineering
	2.5.1.5
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	MIL-HDBK-470, 1 Aug 1997; 472, 12 Jan 1984; 791, 17 Mar 1988
	Maintainability standards
	 
	2.5.1.5
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	MIL-HDBK-2165A, 21 Jul 1995
	Testing Programs for electronic systems and equipment 
	 
	2.5.1.5
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	OPNAV 1500.76, 21 Jul 1998
	Personnel Requirements
	 
	2.5.7
	 
	DNA
	 
	 
	 
	DNA
	 
	DNA

	 
	MIL-STD 882 C
	Systems Safety Program Requirements
	 
	2.5.9
	 
	DNA
	 
	 
	F.MUS.3.6
	C
	 
	DNA

	 
	MIL-HDBK 46855A
	Human Engineering Process and Procedures
	 
	2.5.2.2
	 
	DNA
	 
	 
	 
	DNA
	 
	DNA

	 
	CINC 21
	User interface diesgn for web portals
	 
	2.5.2.3
	 
	DNA
	 
	 
	 
	DNA
	 
	DNA

	 
	Scorm
	emerging std --sharable courseware object Reference Model
	 
	2.5.3.1
	 
	DNA
	 
	 
	 
	DNA
	 
	DNA

	 
	JTA HCI Standards
	Provides a common framework for Human-Computer Interface (HCI) 
	Standardize user interface design and implementation options and defines the user interface style to be delivered by software developed for the Common Operating Environment (COE)
	2.5.2.6
	Section 5 
	C
	 
	DNA
	5.2.1.1
	C
	 
	DNA

	 
	Common Operating Environment (COE) User Interface Specification (UIS)  (formally know as the DII COE Style Guide)
	Defines user interface stype for COE
	usability of COE-based systems so that users can interact effectively with a variety of complex, multi-windowed applications
	2.5.2.7
	Section 5 
	C
	 
	DNA
	5.2.2.3
	C
	2.1.2
	GR

	Character-Based Interface
	ESD-TR-86-2178
	Graphical user interface (GUI)
	Character-based interface
	DNA
	Section 5 
	C
	 
	DNA
	5.2.1.2
	C
	 
	DNA

	Domain Level Guide
	MIL-STD-1472F, 
	User Interface Specifications for the Defense Information Infrastructure, DII v4.0, Oct 99.;
	Domain Level style guideline for windows based systems.
	DNA
	Section 5 
	C
	 
	DNA
	5.2.2
	C
	 
	DNA

	 
	The Open Group ISBN 1 -185912-1407 Oct 1987.
	GUI Style Guides
	Display of common  warfighting technology.
	DNA
	Section 5 
	C
	 
	DNA
	2.2.2.1.2
	C
	 
	DNA

	X-Windows Style Guides
	Open Software Foundation (OSF) M027:CDE 2.1/Motif 2.1
	Style Guide and glossary, ISBN 1-85912-104-7
	Style Guide for corresponding Motif
	DNA
	Section 5 
	C
	 
	DNA
	2.2.2.1.2
	C
	 
	DNA

	 
	Open Software Foundation (OSF) M028:CDE 2.1/Motif 2.1
	Style Guide and glossary, ISBN 1-85912-109-8
	Style Guide Certification Check list
	DNA
	Section 5 
	C
	 
	DNA
	2.2.2.1.2
	C
	 
	DNA

	 
	Open Software Foundation (OSF) M029:CDE 2.1/Motif 2.1
	Style Guide and glossary, ISBN 1-85912-114-4
	Style Guide Reference
	DNA
	Section 5 
	C
	 
	DNA
	2.2.2.1.2
	C
	 
	DNA

	Windows Style Guide
	The windows Interface Guidelines for software design
	Microsoft windows user experience
	Guideline for Microsoft software interfaces
	DNA
	Section 5 
	C
	 
	DNA
	5.2.2.1.2
	C
	 
	DNA

	Domain-Level Style Guides
	COE USI, Version 4.1
	 
	System Level style guide
	DNA
	Section 5 
	C
	 
	DNA
	2.2.2.1.2
	C
	 
	DNA

	Symbology
	MIL-STD2525B
	Common Warfighting Symbology
	Display of common  warfighting terminology
	DNA
	Section 5 
	C
	 
	DNA
	F.2.5.2
	C
	 
	DNA

	Terminology
	Joint Pub 1-02
	Dictionary of Military Terminology
	Display or use of common warfighting terminology
	DNA
	Section 5 
	C
	 
	DNA
	F.1
	C
	 
	DNA

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Information
	 
	 
	Overall Exceeds JTA 6.0
	2.6
	 
	 
	 
	 
	 
	 
	 
	 

	Overall Guidance
	CJCSI 6510.01C
	IA Implementation
	 
	2.6.1
	6.1
	C
	 
	dna
	 
	DNA
	2.5
	GR

	 
	DoD CIO
Guidance and Policy Memorandum No. 6-8510-
	DoD Global Information Grid Information Assurance.
	"Defense in Depth"--NOTE OACE REFERS TO OVERALL GUIDANCE OF DoD 8510 FOR A NUMBER OF ITS STANDARDS
	2.6.1.1
	6.3
	C
	4.12.1
	C
	 
	DNA
	2.5
	C

	Common Criteria
	ISO / IEC 15408 - 1999
	Standardized methodology for testing IA Products
	Information technology Security Techniques Evaluation Criteria For IT security.
	2.6.1.2
	6.8.1
	C
	5.12
	C
	6.2.1
	C
	 
	DNA

	 
	EAL Levels
	Product Evaluation based on secuirty requirement
	 
	2.6.1.2
	 
	DNA
	 
	DNA
	
	DNA
	 
	DNA

	OSI model Mapping (application layer)
	FIPS PUB 112, Password Usage
	Password Usage
	JTA Does not provide mapping in this fashion
	2.6.1.3
	 
	DNA
	 
	DNA
	6.2.1.2
	C
	 
	DNA

	 
	FIPS PUB 140-2
	Cryptographic APIs
	 
	2.6.1.3
	 6.4.2.7
	C
	5.12
	C
	 
	DNA
	 
	DNA

	 
	FIPS PUB 180-1
	Secure Hash
	 
	2.6.1.3
	6.4.2.2
	C
	5.12
	C
	6.3.1.3
	C
	 
	DNA

	 
	FIPS PUB 185
	Escrowed Encryption
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	6.3.1.3
	C
	 
	DNA

	 
	FIPS PUB 186-2
	Digital Signature
	 
	2.6.1.3
	6.4.2.3
	C
	5.12
	C
	6.3.1.3
	C
	 
	DNA

	 
	FIPS PUB 196
	Entity Authentication w/PKI
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	6.3.2.6.3
	C
	Table 2
	GR

	 
	ITU X.509
	Directory Authentication
	 
	2.6.1.3
	6.4.1.2
	C
	5.12
	C
	6.3.2.6.1
	C
	Table 2
	C

	 
	KMP, 
	Key Management Protocol
	 
	2.6.1.3
	6.7.2
	C
	 
	DNA
	Table 6-1
	C
	2.5
	GR

	 
	RFC 1510, Kerberos
	 
	 
	2.6.1.3
	6.4.1.3.2
	C
	5.12
	C
	Table 6-1
	C
	 
	DNA

	 
	GSS API
	Generic Security Services API
	 
	2.6.1.3
	 
	DNA
	5.12
	C
	Table 6-1
	C
	 
	DNA

	 
	RFC 1938
	One-Time Password
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	Table 6-1
	C
	 
	DNA

	 
	Secure Sockets Layer
	 
	 
	2.6.1.3
	6.4.1.1
	C
	 
	DNA
	Table 6-1
	C
	5.3.1
	GR

	OSI model Mapping (presentation and session layer)
	FIPS PUB 180-1, Secure Hash
	 
	 
	2.6.1.3
	6.4.2.1
	C
	5.12
	C
	Table 6-1
	C
	 
	DNA

	 
	FIPS PUB 185, Escrowed Encryption
	 
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	Table 6-1
	DNA
	 
	DNA

	 
	FIPS PUB 186-2, Digital Signature
	 
	 
	2.6.1.3
	6.4.2.3
	C
	5.12
	C
	Table 6-1
	C
	 
	DNA

	 
	FIPS PUB 196, Entity Authentication w/PKI
	 
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	Table 6-1
	DNA
	 2.5.1
	GR

	 
	ITU X.509, Directory Authentication
	 
	 
	2.6.1.3
	6.4.1.2
	C
	5.12
	C
	6.4.1.2
	C
	Table 2
	C

	 
	KMP, Key Management Protocol
	 
	 
	2.6.1.3
	6.7.2
	C
	5.12
	V
	Table 6-1
	C
	2.5
	GR

	 
	RFC 1510, Kerberos
	 
	 
	2.6.1.3
	6.4.1.3.2
	C
	 
	 
	Table 6-1
	C
	 
	DNA

	 
	GSS API, Generic Security Services API
	 
	 
	2.6.1.3
	 
	DNA
	5.12
	C
	Table 6-1
	C
	 
	DNA

	 
	RFC 1938, One-Time Password
	 
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	Table 6-1
	C
	 
	DNA

	 
	Secure Sockets Layer
	 
	 
	2.6.1.3
	6.4.1.1
	C
	 
	DNA
	Table 6-1
	C
	 5.3.1
	GR

	 
	MD4000501-1.52, FORTEZZA
	 
	 
	2.6.1.3
	6.4.2.5
	C
	 
	DNA
	Table 6-1
	C
	 
	DNA

	 
	Message Security Protocol
	 
	 
	2.6.1.3
	3.4.1.1
	C
	 
	DNA
	Table 6-1
	C
	 
	DNA

	 
	IEEE P1003.1e, POSIX Protection
	 
	 
	2.6.1.3
	DNA
	DNA
	5.5
	C
	Table 6-1
	C
	 
	DNA

	 
	IEEE P1003.2c, POSIX Shell and Utilities
	 
	 
	2.6.1.3
	2.5.7
	C
	5.5
	C
	Table 6-1
	C
	 
	DNA

	OSI model Mapping (transport & network layer)
	RFC 1825, IP Security Architecture
	 
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	Table 6-1
	C
	 
	DNA

	 
	RFC 1826, IP Authentication Header
	 
	 
	2.6.1.3
	 
	DNA
	5.12
	V
	Table 6-1
	C
	 
	DNA

	 
	RFC 1827, IP Encapsulating Security Payload
	 
	 
	2.6.1.3
	 
	DNA
	5.12
	V
	Table 6-1
	C
	 
	DNA

	 
	RFC 1828, IP Authentication Using Keyed MD5
	 
	 
	2.6.1.3
	 
	DNA
	5.12
	V
	Table 6-1
	C
	 
	DNA

	 
	RFC 1829, ESP DEC-CBC Transform
	 
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	Table 6-1
	C
	 
	DNA

	 
	Transport Layer Security Protocol (SP4)
	 
	 
	2.6.1.3
	 
	DNA
	5.12
	V
	Table 6-1
	C
	 
	DNA

	 
	BTD Security-01-ATM, ATM Security Specification
	 
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	Table 6-1
	C
	 
	DNA

	 
	IP Security (RFC 1108)
	 
	 
	2.6.1.3
	 
	DNA
	5.12
	V
	 
	DNA
	Table 1
	C

	 
	RADIUS
	Access control for
remote users
(e.g., port authentication
	 
	DNA
	 
	DNA
	5.12
	V
	6.2.2.3
	C
	 
	DNA

	OSI model Mapping (data link & physical layer)
	Secure Data Exchange
	 
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	Table 6-1
	C
	 
	DNA

	 
	SILS (Standards for Interoperable LAN Security)
	 
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	Table 6-1
	C
	 
	DNA

	 
	Security Protocol Layer 2
	
	 
	2.6.1.3
	 
	DNA
	 
	DNA
	Table 6-1
	C
	 
	DNA

	 
	802.11i
	Wireless LAN security--EMERGING
	 
	DNA
	 
	 
	5.12
	V
	 
	DNA
	 
	DNA

	Information Processing Security Standards
	FIPS PUB 112: 1985
	Password Security Standard
	host and user account protection
	2.6.2.1.2
	6.4.1.3.1
	C
	 
	DNA
	6.2.1.2
	C
	 
	DNA

	 
	IETF-RFC-1510, The Kerberos Network Authentication Service, v 5.0, 10 Sept 1993.
	Authentication Security
	It provides a means of verifying the identities of a workstation user or a network server on an open (unprotected) network. 
	2.6.1.3
	6.4.1.3.2
	C
	5.12
	C
	6.2.1.2
	C
	 
	DNA

	 
	In work
	Encrypted Storage/Media Encryption
	NSA approved media encryption devices certified at or above the level of classification requiring protection for all non-volatile storage media
	2.6.2.1.3
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	Operating System Security Standards
	ISO 15408, Common Criteria Evaluation Assurance Level (EAL) 
	 
	FORCEnet information systems shall use operating systems with a Common Criteria Evaluation Assurance Level (EAL) commensurate with the level of information and data requiring protection
	2.6.2.1.4
	 
	DNA
	5.12
	C
	 
	DNA
	 
	DNA

	 
	FIPS 140-2 
	Security Requirements for Cryptographic Modules
	Provides both a high-level and low-level interface to an application’s cryptographic services
	2.6.2.1.5
	6.2.4.5
	V
	5.1.2
	C
	6.3.1.2
	V
	 
	DNA

	 
	DoD (OSD-C3I) 
	Mobile Code Services
	Includes software modules obtained from remote systems, transferred across a network, and then downloaded and executed on a local system without explicit installation or execution by the recipient.
	2.6.2.1.6
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ASD (C3I) memorandum, “Policy on Department of Defense Electronic Notice and Consent Banner,
	User accountability
	
	2.6.2.1.7
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	Information Transfer Security Standards
	EKMS
	NSA Electronic Key Management system
	Symmetric Cryptographic Services
	2.6.2.2.2
	6.7.2
	C
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ICCP, Version 4.0, June 2000
	Asymmetric Cryptographic Services
	Uses public and private keys for performing encryption and decryption is known as Public Key cryptography
	2.6.2.2.3
	6.1
	C
	5.12
	C
	 
	DNA
	 
	DNA

	 
	X.509
	PKI Requirements
	Define Public Key and Attribute Certificate Frameworks
	2.6.2.2.3
	6..7.1.1
	V
	5.12
	C
	6.3.2.6.1
	C
	Table 2
	C

	 
	TACLANE, FASTLANE, KGV 68 & 135
	Communications Security Standards
	FORCEnet components interfacing to external communications networks (wired and/or wireless) shall use NSA approved cryptographic equipment and algorithms certified at or above the level of classification requiring protection 
	2.6.2.2.4
	 
	D
	 
	DNA
	 
	DNA
	 
	DNA

	 
	 
	Firewall Security Standard
	FORCEnet components interfacing to external communications networks (wired and/or wireless) shall use NSA approved cryptographic equipment and algorithms certified at or above the level of classification requiring protection 
	2.6.2.2.5
	 
	DNA
	 
	DNA
	 
	DNA
	Table 2
	GR

	 
	SABI/SRI
	Multiple Level Security (MLS) Standards
	Interconnection of FORCEnet components at the SECRET level to networks at the UNCLASSIFIED level requires the use of a solution listed in the SABI Referenced Implementation (SRI)
	2.6.2.2.6
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	SSL Protocol  ver 3.0, Transport Layer Security (TLS, IETF RFC-2246 ); S-HTTP, IETF RFC-2660,ISO 8879, W3C SDML, XHTML 1.0 
	Private Web Services
	Restricts (or attempts to restrict) public access to the web server or any portion of the web server
	2.6.2.2.7
	6.4.1.1
	E
	 
	DNA
	Table 6-1
	 
	Table 1
	E

	 
	DCID 1/21, Tempest, EMI,EMC
	Physical Security Standards
	Physical Security Standards for Sensitive Compartmented Information Facilities
	2.6.2.2.9-11
	 
	DNA
	 
	DNA
	Table B-3
	C
	 
	DNA

	Certification and Accreditation
	DoD Instruction 5200.40
	DoD Information Technology Security Certification and Accreditation Process (DITSCAP)
	Provides a comprehensive evaluation of technical and non-technical security features of a system for a particular instantiation in order to determine its compliance with specified security requirements
	2.6.2.3
	 
	DNA
	 
	DNA
	6.1.3
	C
	 
	DNA

	Security Algorithms
	FIPS PUB 180-1, Secure Hash Alogarithm-1, Apr 1995
	Supports interoperability using encryption messages, products must share a common communication protocol.
	 
	DNA
	6.2.4.1
	V
	 
	DNA
	6.3.1.3
	C
	 
	DNA

	 
	FIPS PUB 186-2, Digital Signature Standard, Digital Signature Algorithm, Dec 1998.(supeces 186-1).
	Provides the capability to generate and verify digital signatures.  DSS uses private key to generate a digital signature..
	Public key cryptographic system. 
	DNA
	6.4.2.3
	V
	5.12
	C
	6.3.1.3
	C
	 
	DNA

	 
	FOP PUB 185, SKIP JACK Algorithm, Feb 1994, NSA R21-TECH-044-91, 21 May 1991.
	A classified encryption / decryption algorithm called "SKIPJACK
	Operates on 64-bit plaintext block, uses 128 bit key, same algorithm is used for encryption and decryption (like DES
	DNA
	6.2.4.6
	V
	 
	DNA
	6.3.1.3
	C
	 
	DNA

	 
	R21-TECH-23-94, Key Exchange Algorithm (KEA), NSA, 12 July 1994
	classified data storage, processing and transmission of classified data, sensitive data, training-unit only data, and privacy act data.  
	It provides protocol/security service map of standards application.  
	DNA
	6.2.4.6
	V
	 
	DNA
	6.3.1.3
	C
	 
	DNA

	 
	IETF RFC 2311, S/MIME V2, Message Specification, March 1998.  Note--Mentioned but not called out as a std
	For application to individual messages that use digital certificates issued by DOD PKI to protect sensitive, but unclassified individual messaging (email)
	A means to send and receive secure Multi Purpose Internet Mail Extensions (MIME) data, used for electronic messaging applications: authentication, message integrity, privacy and data security (using encryption), may be used by traditional mail user agents
	DNA
	3.4.1.1
	 
	 
	DNA
	3.2.1.1.1.1
	C
	4.3.2.5
	GR

	Emerging Secuirty Standards
	TCMM Software Engineering Services Security
	Software Engineering Services Security
	 
	2.6.3.1.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	BioAPI
	Biometrics applications support
	Support for recognizing a person by measuring one or more specific physiological or behavioral characteristics
	2.6.3.2.1
	 
	DNA
	 
	DNA
	2.2.1.1
	C
	 
	DNA

	 
	PKCS #11
	Cryptographic Token Interface
	Allows user authentication and administrative control of the token
	 
	 
	DNA
	 
	DNA
	6.3.2.6.6
	C
	 
	DNA

	 
	CORBA
	Common Request Broker Architecture
	Allows various tasks, operations, and information transfers to occur on multiple physically or logically dispersed computer platforms
	2.6.3.2.3
	6.4.1.7
	V
	5.5
	V
	2.2.2.2.4.2
	C
	4.3.2.7
	GR

	 
	NISTIR 5308 
	Registering Security Objects
	 
	2.6.3.2.4
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	None specified
	Secure Single Sign-On
	 
	2.6.3.3.5
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	OMG/CORBA Security Service 2.0, • ECMA TR/46, ISO 9498-2 (CCITT X.800), • POSIX 1003.22, XDSF)
	Trusted Distributed Objects Computing
	 
	2.6.3.2.6
	 
	DNA
	5.5
	C
	2.2.2.2.1.11
	C
	4.3.2.7
	GR

	 
	None specified
	Trusted Databases & Security Support API's
	 
	2.6.3.7-8
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	PKCS 1,  7, 10,11,12,15
	PKI Requirements
	 
	2.6.3.3.2
	6.7.1.1 (V2)
	C
	 
	DNA
	6.3.2.6.6
	C
	 
	DNA

	 
	NSTISSP No. 11
	Network Secuirty Standards
	National Policy Governing The Acquisition of Information Assurance (IA) And IA-Enabled Information Technology (IT) Products
	2.6.3.3.3
	6.1 (V2)
	C
	3.3
	C
	 
	DNA
	 
	DNA

	 
	RFC 2574, • RFC 2021
	Audit Services and Anti-Virus Product Criteria
	Simple Network Management Protocol and Remote Network Monitoring
	2.6.3.3.4
	3.8.1
	C
	 
	DNA
	3.3.2
	C
	 
	DNA

	 
	IETF Draft Specs for Intrusion Detection
	Intrusion Detection Services
	Automate the detection and elimination of intrusions.
	2.6.3.3.5
	6.7.3.1 (V2)
	V
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ISO 7816
	DoD Common Access Card
	 
	2.6.3.4
	CS6.1.1 (V2)
	V
	 
	DNA
	3.1.1.1
	C
	3.1
	C

	 
	Fn DNA but JTA FIPS PUB 187
	Advanced Encryption Standards
	Encryption of sensitive but unclassified (SBU) data
	2.6.3.4
	6.4.2.1
	V
	5.12
	C
	 
	DNA
	 
	DNA

	Information Transfer
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Host Standards 
	IETF Standard 3, RFC 1122 - 1123 
	Host computers execute application programs on behalf of users, and shared information with other hosts.
	Requirements for Internet Hosts (Covers the communication protocol layers: link layer, IP layer, and transport layer.)
	2.7.2.1.1
	3.4.1
	C
	 
	DNA
	 
	DNA
	4.4
	GR

	Electronic Mail
	IETF Standards 10 / RFC 2821/ RFC-1869 / RFC-1870
	Simple Mail Transfer Protocol (SMTP).
	Capability to relay mail across transport service environment. 
	2.7.2..2.1
	3.4.1.1
	C
	5.3
	C
	3.2.1.1.1.1
	C
	Table 1
	C

	 
	IETF Standards 11 / RFC 2822/ RFC-1049
	N/A
	ARPR Internet Text Messages formatting. 
	2.7.2..2.1
	3.4.1.1
	C
	 
	DNA
	3.2.1.1.1.1
	C
	4.4
	GR

	 
	IETF RFC 2045-2049 November 1996
	N/A
	Multipurpose Internet Mail Extensions (MIME) part 1-5
	2.7.2..2.1
	3.4.1.1
	C
	 
	DNA
	3.2.1.1.1.1
	C
	4.4
	GR

	 
	ACP 123
	Common Messaging Strategy and Procedures
	 
	2.7.2..2.1
	3.4.1.1
	C
	 
	DNA
	3.2.1.1.1.1
	C
	4.4
	GR

	 
	SMTP (RFC 821)
	 
	 
	2.7.2..2.1
	3.4.1.1
	C
	5.3
	C
	3.2.1.1.1.1
	C
	4.4
	GR

	Directory of Services
	X.500
	 
	Provides directory services that may be used by users or host applications to locate other users and resources on the network
	2.7.2.3.1
	3.4.1.2.1
	C
	 
	DNA
	3.2.1.1.1.2
	C
	4.4
	GR

	 
	IETF RFC 1777, March 1995.
	Lightweight Directory Access Protocol (LDAP)--NOTE OACE ONLY ADDRESSES V3 (RFC 2251)
	LDAP - Internet protocol for accessing online directory services which runs directly over TCP/IP. 
	2.7.2.3.2
	3.4.1.2.2
	C
	5.3
	V
	3.2.1.1.1.2.2
	C
	4.4
	GR

	Domain Name Systems (DNS)
	IETFStd 13 / RFC1035, November 1987.           
	 provides mapping between the host address, and fully qualified domain name.
	Domain Name System provides for the translation of the host names to addresses and vice versa
	2.7.2.3.3
	3.4.1.2.3
	C
	5.3
	C
	3.2.1.1.1.2.3
	C
	4.4
	GR

	 
	RFC 2136, April 1997.
	Dynamic update in the Domain Name System
	 
	2.7.2.3.3
	3.4.1.2.3
	C
	5.3
	C
	3.2.1.1.1.2.3
	C
	4.4
	GR

	 
	IETF RFC 1886, IETF RFC 3152
	IPv6 support
	 
	DNA
	3.4.1.2.3
	V
	 
	DNA
	3.3.1
	C
	4.4
	GR

	File Transfer Protocol.
	IETF Std. 9 / RFC 959,  1985.
	Secure File Transfer Protocol.
	FTP command mandated for reception,: store unique (STOU), Abort (ABOR), and Passive (PASV).
	2.7.2.3.4
	3.4.1.3
	C
	5.3
	C
	3.2.1.1.1.3
	C
	Table 1
	C

	Remote Terminal
	IETF Std. 8 / RFC 854-855 , May 1983.                   
	TELNET Protocol
	TELNET provides a remote terminal capability allowing users to logon via a remote system.
	2.7.2.3.5
	3.4.1.4
	C
	5.3
	C
	3.2.1.1.1.4
	C
	Table 1
	C

	Remote Terminal
	Telnet (RFC 854) with options/extensions (RFC 855-861, 1043, 1073, 1079, 1080, 1091, 1116)
	Remote Terminal Support
	 
	2.7.2.3.5
	3.4.1.4
	C
	5.3
	C
	3.2.1.1.1.4
	C
	Table 1
	C

	Network Time Synchronization
	RFC 1305 v3 Network Time Protocol.
	Network Time Synchronization (NTP, version 3)
	NTP- synchronizes time, coordinate time distribution in a large, diverse internet.
	2.7.2.3.6
	3.4.1.5
	C
	5.3
	C
	3.2.1.1.1.6
	C
	4.4
	GR

	Bootstrap Protocol
	RFC 951 Bootstrap Protocol.
	Bootstrap Protocol
	It provides address determination, and boot file selection. 
	2.7.2.3.7
	3.4.1.6
	C
	5.3
	C
	3.2.1.1.1.7
	C
	4.4
	GR

	 
	RFC 2132, 1997,                     RFC 1541, Oct 27,1993
	Clarifications and Extensions for the Bootstrap Protocol
	Dynamic Host Configuration Protocol (DHCP) - an extension of BOOTP, and it supports the passing of configuration information to internet hosts.
	2.7.2.3.7
	3.4.1.6
	C
	5.3
	C
	3.2.1.1.1.8
	C
	4.4
	GR

	Configuration Information Transfer
	IETF RFC-2131
	Dynamic Host Configuration Protocol (DHCP)
	Extension of BOOTP to support the passing on configuration information on Internet hosts. 
	2.7.2.3.8
	3.4.1.7
	C
	5.3
	C
	3.2.1.1.1.8
	C
	4.4
	GR

	 
	RFC 3031
	Multi-Protocol Label Switching
	 
	DNA
	 
	DNA
	5.3
	V
	 
	DNA
	 
	DNA

	Web Services
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Hypertext Transfer Protocol
	 RFC 2616, 1999. Hypertext Transfer Protocol (HTTP/1.1) 
	Hyper Text Transfer Protocol
	Search and retrieval within the web
	2.7.3.1
	3.4.1.8.1
	C
	5.3
	C
	3.2.1.1.1.9.1
	C
	Table 1
	C

	Uniform Resource Locator
	RFC 1738: 1994. 
	Uniform Resource Locator (URL)
	The URL address translates an internal C4IAN web server IP address.  
	2.7.3.1.1
	3.4.1.8.2   
	C
	 
	DNA
	3.2.1.1.1.9.2
	C
	D.1
	C

	 
	RFC 1808: 1995. 
	Relative Uniform Resource Locator (RURL)
	 
	2.7.3.1.1
	3.4.1.8.2   
	E
	 
	DNA
	3.2.1.1.1.9.2
	C
	 
	DNA

	 
	RFC 2396: 1998.
	Uniform Resource Identifier/ Uniform Resource Locator URI / URL)
	The URI identifies an abstract or physical resources on a network. 
	2.7.3.1.1
	3.4.1.8.2   
	C
	 
	DNA
	3.2.1.1.1.9.2
	C
	D.1
	C

	Connectionless Data Transfer
	MIL-STD-2045-47001B 1998.  JTA uses ver C 2002
	Connectionless Data Transfer
	The connectionless data transfer application layer,  the standard uses UDP as a transport service.
	2.7.3.1.2
	3.4.1.9
	V
	 
	DNA
	6.3.1.1
	V
	Table 1
	C

	Transport Services
	IETF Standard 7/ RFC 793 September 1981Transmission Control Protocol.
	Transmission Control Protocol (TCP) / User Datagram Protocol (UDP) over Internet Protocol
	Transmission Control Protocol (TCP) provides reliable connection oriented transport service.  The User Datagram Protocol (UDP) provides an unacknowledged, connectionless datagram transport services.
	2.7.3.1.3
	3.4.1.10.1
	C
	5.3
	C
	3.2.1.1.2.2
	C
	Table 1
	C

	Transport Services
	TCP Scaled Window Option (RFC 1323) and IETF RFC-2581 TCP Congestion Control
	 
	 
	2.7.3.1.3
	3.4.1.10.1
	C
	5.3
	C
	3.2.1.1.2.2
	C
	Table 1
	C

	User Data Protocol
	RFC 768, 1980 User Datagram Protocol (UDP).
	User Data Protocol (UDP)
	The User Datagram Protocol (UDP) provides an unacknowledged, connectionless datagram transport services.
	2.7.3.1.4
	3.4.1.10.2
	C
	5.3
	C
	3.2.1.1.2.3
	C
	Table 1
	C

	Open-System Interconnection Transport over IP-based Networks
	RFC 1006
	Transport Services, protocol for running OSI Connectionless service on UDP
	Host to host communications capability for application support services, addresses TCP/UDP over internet protocol, and Open Systems Interconnection Transport Over IP based network.
	2.7.3.1.5
	 
	DNA
	 
	DNA
	3.2.1.1.2.5
	C
	Table 1
	GR

	Audio/Video Information Transfer Standards
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Video Teleconference Standards
	FTR 1080-A-1998 Appendix A
	Video Teleconferencing Profiles
	Provides interoperability between video teleconferencing terminal equipment, both Point-to-point and multipoint configurations.  
	2.7.3.2.1
	3.4.2
	C
	 
	DNA
	3.2.1.2
	C
	 
	DNA

	 
	ITU H.323
	Packet-based Multimedia Communications Systems
	Video Conferencing on IP Networks
	2.7.3.2.1
	3.4.2
	C
	5.3
	C
	Figure 3.1
	C
	 
	DNA

	 
	IETF RFC 1889, 1890
	Near-Real-Time Audio Distribution
	 
	2.7.3.3.1
	 
	DNA
	5.3
	C
	 
	DNA
	 
	DNA

	 
	IETF RFC 2205-9.  JTA shows as emerging
	Resource Resource Reseervation Protocol
	Near-real-time asynchronous audio data distribution 
	2.7.3.3.1
	3.4.1.12 (V2)
	V
	5.3
	C
	3.3.1
	C
	 
	DNA

	 
	ITU CCITT G.703, 733, 732
	Real  Time Audio Distribution
	supports synchronous T1/E1 rate structure 
	2.7.3.2.1
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	Facsimile Standards
	TIA/EIA-465-A, Group 3 
	Analog Facsimile Standards
	 
	2.7.3.4.1
	 
	DNA
	 
	DNA
	3.2.1.3.1
	C
	 
	DNA

	 
	MIL-STD 188-161D
	Digital Facsimile Standards
	 
	2.7.3.4.1
	 
	DNA
	 
	DNA
	3.2.1.3.2
	C
	 
	DNA

	 
	MIL-STD-2045-44500
	Imagery Dissemination Communications Standards
	 
	2.7.3.4.3
	
	DNA
	 
	DNA
	4.2.6.2.1
	C
	 
	DNA

	Global Positioning System
	ICD-GPS-200C
	position/location/timing
	Designates GPS as the primary radio navigation system source of positioning, navigation and timing (PNT) for DoD
	2.7.3.4.4
	3.4.5
	C
	 
	DNA
	3.2.1.5
	C
	 
	DNA

	 
	ICD-GPS-222A
	GPS User Equipment 
	 
	2.7.3.4.4
	3.4.5
	C
	 
	DNA
	3.2.1.5
	C
	 
	DNA

	 
	ICD-GPS-225A
	GPS Selective Availability
	 
	2.7.3.4.4
	3.4.5
	C
	 
	DNA
	3.2.1.5
	C
	 
	DNA

	 
	IFF
	Identifcation Friend of Foe
	Establish the identity of all friendly systems within the surveillance volume of surface-to-air, air-to-air, and some air-to-ground Weapon System platforms
	DNA
	3.4.6
	V
	 
	DNA
	F.3.6.1.1
	C
	 
	DNA

	Network Standards
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Internetworking Router Standard
	IETF RFC-1812, JUNE 1995
	Requirements of IP version 4 Routers
	This document specifies an Internet standards track protocol for the Internet community
	2.7.3.5.1
	3.5.1
	C
	 
	DNA
	3.2.2.1
	C
	 
	DNA

	 
	Other standards shown: RFC 768, 793, etc.
	 
	aleady covered above.
	2.7.3.5.1
	3.5.1
	C
	5.3
	C
	3.2.2.1
	C
	Table 1
	C

	Internet Protocol
	Internet Protocol IETF Std. 5 / RFC 791 / RFC / 950 / RFC 922 / RFC 792 / RFC 1112, RFC 1770 / RFC 2236,1981
	Connectionless data transport mechanism.  The ICMP provides error reporting, flow control, route redirecting.  The IGMP provides multicast extensions.
	The IP provides a connectionless data gram service, and the related protocols includes Internet Control Message Protocol (ICMP) and Internet  Group Management Protocol (IGMP). 
	2.7.3.5.2
	3.5.2
	C
	5.3
	C
	3.2.1.1.2.1.4
	C
	Table 1
	C

	Internet Protocol
	IETF RFC 2460-3
	IPv6 Support
	Support of IP addressing 6 fields to greatly expand Internet users
	DNA
	3.5.2
	V
	5.3
	C
	3.3.1
	C
	
	DNA

	Interior Routers
	IETF Standard 54 / RFC 2328 Open Shortest Path First Routing v2.0, April 1998.   
	Supports unicast, and support equal-cost multi-path protocol.  The link-state routing protocol runs internal to a single Autonomous system. 
	Each OSPF router maintains an identical database describing the Autonomous System's topology, the routing table calculates the shortest- path tree. OSPF provides support for equal-cost multi-path. 
	2.7.3.5.4
	3.5.3.1
	C
	5.3
	C
	3.2.2.1.2.1
	C
	 
	DNA

	Exterior Routers
	IETF RFC 1771,  21 March 1995. BGP-4
	Exterior Routers, Boarder Gateway Protocol,4, BGP-4, 
	The protocols within the IP suite use the IP datagram as the basic data transport mechanism. Two related protocols include ICMP, and IGMP. 
	2.7.3.4.5
	3.5.3.2
	C
	5.3
	C
	3.2.2.1.2.2
	C
	Table 1
	C

	 
	IETF RFC 1772, March 1995.  BGP-4
	Application of BGP-4 in the Internet,
	The BGP is an inter-Autonomous System routing protocol.  
	2.7.3.4.5
	3.5.3.2
	C
	5.3
	C
	3.2.2.1.2.2
	C
	Table 1
	GR

	 
	IETF RFC 2858
	Multi-protocol Extensions for BGP-4
	 
	DNA
	3.5.3.2
	C
	 
	DNA
	 
	DNA
	Table 1
	GR

	 
	IETF RFC 2545
	Use of BGP-4 Multi-protocol Extensions for IPv6 Inter-Domain Routing
	 
	DNA
	3.5.3.2
	C
	 
	DNA
	 
	DNA
	Table 1
	GR

	Subnetwork
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Local Area Network Access
	IEEE 802.3/ISO/IEC 8802-3:2000; IEEE Std 802.3aa-1998, IEEE Std 802.3r-1996, IEEE Std 802.3u-1995 (100Base-T), IEEE Std 802.3x&y-1997, IEEE Std 802.3z (1000Base-T) and IEEE 802.3z-1998 (1000Base-CX, LX & SX). 
	Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access.
	Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical Layer Specifications, 10BT Medium  Access Unit (MAU). 
	2.7.3.6.1
	3.6.1
	C
	5.3
	C
	3.2.2.2.1
	C
	Table 1
	C

	 
	IEEE 802.3ae-2002
	10 Gigabit Ehernet
	Emerging STD in OACE
	DNA
	 
	 
	5.3
	V
	3.2.2.2.1
	 
	Table 1
	C

	 
	IETF Standard 41/RFC 894, April 1984.
	Standard for the Transmission of IP Datagrams Over Ethernet Networks
	Standard for the Transmission of IP Datagrams Over Ethernet Network April 1984.  
	2.7.3.6.1
	3.6.1
	C
	5.3
	C
	3.2.2.2.1
	C
	 
	DNA

	 
	IETF Standard 37/RFC-826
	An Ethernet Address Resolution Protocol.
	 
	2.7.3.6.1
	3.6.1
	C
	5.3
	C
	3.2.2.2.1
	C
	 
	DNA

	 
	IEEE 802.11; Medium Access Control. 
	Wireless LAN--shown as emerging
	Provides a common set of rules for airwave interoperability of wireless local area network products. 
	2.7.4.2
	3.6.1 (V2)
	C
	5.3
	C
	3.2.2.2.6
	C
	 
	DNA

	Point to Point Standards
	IETF Std. 51/ RFC 1661 - 1662, 1994 Point-to-Point Protocol  
	 
	It supports Full Duplex, Sysn. or Async, point to point communication.
	2.7.3.6.2
	3.6.2
	C
	5.3
	C
	3.2.2.2.2
	C
	Table 1
	GR

	 
	IETF RFC-1332
	Internet Protocol Control Protocol (IPCP), 
	 
	2.7.3.6.2
	3.6.2
	C
	 
	DNA
	3.2.2.2.2
	C
	 
	DNA

	 
	IETF RFC-1989
	PPP Link Quality Monitoring (LQM), 
	 
	2.7.3.6.2
	3.6.2
	C
	 
	DNA
	3.2.2.2.2
	C
	Table 1
	GR

	 
	IETF RFC-1994
	Challenge Handshake Authentication Protocol (CHAP),
	 
	2.7.3.6.2
	3.6.2
	C
	 
	DNA
	3.2.2.2.2
	C
	 
	DNA

	 
	IETF RFC-1570
	LCP Extensions
	 
	2.7.3.6.2
	3.6.2
	C
	 
	DNA
	3.2.2.2.2
	C
	 
	DNA

	 
	EIA/TIA-232-F, 
	Serial Line Interface
	Interface Between Data Terminal Equipment and Data Circuit Terminating Equipment Employing Serial Binary Data Interchange, October 1997
	2.7.3.6.2
	3.6.2
	C
	 
	DNA
	3.2.2.2.2
	C
	 
	DNA

	 
	EIA/TIA-530-A
	 
	Position Interface for Data Terminal Equipment and Data Circuit Terminating Equipment, Including Alternative 26-Position Connector
	2.7.3.6.2
	3.6.2
	C
	 
	DNA
	3.2.2.2.2
	C
	 
	DNA

	Combat Radio Networking
	MIL-STD-188-220B
	Interoperability Standard for Digital Message Transfer Device  
	Allow voice or data communications for mobile users
	2.7.3.6.3
	3.6.3
	C
	 
	DNA
	3.2.2.2.3
	C
	 
	DNA

	ISDN
	ANSI T1.601/605
	BRI physical layer
	Support integrated voice and data over standard twisted-pair wire
	2.7.3.6.4
	3.6.4
	V
	 
	DNA
	3.2.2.2.4
	C
	 
	DNA

	 
	ANSI T1.403
	PRI physical layer
	 
	2.7.3.6.4
	3.6.4
	V
	 
	DNA
	3.2.2.2.4
	C
	 
	DNA

	 
	ANSI T1.602
	Signaling at Data Link Layer
	 
	2.7.3.6.4
	3.6.4
	V
	 
	DNA
	3.2.2.2.4
	C
	 
	DNA

	 
	ANSI T1.607, 610, 619
	Signaling at the user-network interface
	 
	2.7.3.6.4
	3.6.4
	V
	 
	DNA
	3.2.2.2.4
	C
	 
	DNA

	 
	ANSI T1.111-114, Signaling System 7
	Ssgnaling at node-to-node interface
	 
	2.7.3.6.4
	3.6.4
	V
	 
	DNA
	3.2.2.2.4
	C
	 
	DNA

	 
	SR-3875, National ISDN 2000, SR-4620, ANSI T1.403.01-1999
	Signaling at the user-network interface
	 
	2.7.3.6.4
	3.6.4
	V
	 
	DNA
	3.2.2.2.4
	C
	 
	DNA

	 
	ITU-T E.164
	ISDN adressing
	 
	2.7.3.6.4
	3.6.4
	V
	 
	DNA
	3.2.2.2.4
	C
	 
	DNA

	 
	IETF RFC-1356
	Multiprotocol Interconnect on X.25 and ISDN in the Packet Mode
	Transmitting IP packets when using ISDN packet-switched services
	2.7.3.6.4
	3.6.4
	V
	 
	DNA
	3.2.2.2.4
	C
	 
	DNA

	Asynchronous-Transfer Mode (ATM)
	ATM forum, phy-40.0000/ uni-10.002 / phy-15.000 / phy-16.000 / phy-54.000 / phy-46.000 / phy-64.000 / phy-43.000 
	Physical Layer
	Asynchronous Transfer Mode (ATM), standards-based transport medium used within the core--at the access, and in the edge of telecommunications systems to send data, video and voice at ultra high speeds
	2.7.3.6.5
	3.6.5
	C
	 
	DNA
	3.2.2.2.5
	C
	Table 1
	GR

	 
	ATM Forum, af-uni-0010.002, ATM Forum, af-sig-0061.000
	User to Network Interface
	 
	2.7.3.6.5
	3.6.5
	C
	 
	DNA
	3.2.2.2.5
	C
	Table 1
	GR

	 
	ATM Forum, af-ilmi-0065.000
	Integrated Local Management Interface (ILMI) Specification
	Layer Management Capabilities
	2.7.3.6.5
	3.6.5
	C
	 
	DNA
	3.2.2.2.5
	C
	Table 1
	GR

	 
	ATM Forum, af-uni-0010.002
	UNI Specification 
	Layer Management Capabilities
	2.7.3.6.5
	3.6.5
	C
	 
	DNA
	3.2.2.2.5
	C
	Table 1
	GR

	 
	jATM Forum, af-tm-0056.000
	Traffic Management Specification
	 
	2.7.3.6.5
	3.6.5
	C
	 
	DNA
	3.2.2.2.5
	C
	Table 1
	GR

	 
	ATM Forum, af-vtoa-0078.000
	Circuit Emulation Service Interoperability Specification
	 
	2.7.3.6.5
	3.6.5
	C
	 
	DNA
	3.2.2.2.5
	C
	Table 1
	GR

	 
	ITU-T I.363.1, ITU-T I.363.5
	ISDN ATM Adaptation Layer Specification: Type 1 & 5
	For AAL1 and AAL5 Functions
	2.7.3.6.5
	3.6.5
	C
	 
	DNA
	3.2.2.2.5
	C
	Table 1
	GR

	 
	ATM Forum, af-pnni-0055.000, ATM Forum,af-pnni-0066.000 addendum
	Private Network to Network Interface (PNNI) Specification
	 
	2.7.3.6.5
	3.6.5
	C
	 
	DNA
	3.2.2.2.5
	C
	Table 1
	GR

	 
	ATM Forum, af-lane-0084.000, 0093.000,-0050.00,0057.000,ATM Forum, af-mpoa-0087.000
	LAN Emulation and IP Over ATM
	 
	2.7.3.6.5
	 
	DNA
	 
	DNA
	3.2.2.2.5
	C
	DNA
	DNA

	 
	DoD ATM Addressing Plan, 17 April 1998
	ATM Addressing Format
	 
	2.7.3.6.5
	C 3.6.5
	C
	 
	DNA
	3.2.2.2.5
	C
	Table 1
	C

	Fiber Channel
	ANSI X3. 230-1994 
	Fibre Channel Physical and Signaling Interface
	 
	2.7.3.6.6
	C4ISR5.2.1.1
	C
	5.3
	C
	F.avs.3.5.1.1
	C
	 
	C

	Transmission Media
	OASD/C3I Tactical Data Link Policy Memorandum, Oct 94
	Common Data Link Intra-System Protocol
	 
	2.7.3.7.1
	 
	DNA
	 
	DNA
	4.2.6.2.1
	C
	 
	DNA

	 
	OASD/C3I Common Data Link Program Policy Memorandum,Dec 91
	 
	 
	2.7.3.7.1
	 
	DNA
	 
	DNA
	2.3
	V
	 
	DNA

	 
	System Specification for the CDL Segment, Class I, Specification #7681990,m Nov 1999
	 
	 
	2.7.3.7.1
	 
	DNA
	 
	DNA
	2.3
	V
	 
	DNA

	 
	System Description Document for CDL, Specification #7681996, May 93
	 
	 
	2.7.3.7.1
	 
	DNA
	 
	DNA
	2.3
	V
	 
	DNA

	 
	Not defined
	Reach Back/Reach Forward Interfaces
	 
	2.7.3.7.2
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	STANAG 4175, Edition 3, Feb 2001
	Technical Characteristics of the Multifunctional Information Distribution System (MIDS), 
	Tactical Data Link Standards
	2.7.3.7.3
	3.7.3.1
	C
	 
	DNA
	E.2.3.1.3.2.4
	C
	 
	DNA

	MILSATCOM
	MIL-STD-188-181B
	Interoperability Standard for Single Access 5-KHz and 25-KHz UHF Satellite Communications 
	 
	2.7.3.7.4
	3.7.1.1
	C
	 
	DNA
	2.3.1.3.1.1.1
	C
	 
	DNA

	 
	MIL-STD-188-182A
	Interoperability Standard for 5-KHz UHF DAMA Terminal Waveform
	 
	2.7.3.7.4
	3.7.1.1
	C
	 
	DNA
	2.3.1.3.1.1.2
	C
	 
	DNA

	 
	MIL-STD-188-183A
	Interoperability Standard for 25=KHz TDMA/DAMA Terminal Waveform
	 
	2.7.3.7.4
	3.7.1.1
	C
	 
	DNA
	2.3.1.3.1.1.3
	C
	 
	DNA

	 
	MIL-STD-188-184
	Interoperability and Performance Standard for the Data Control Waveform
	 
	2.7.3.7.4
	3.7.1.1
	C
	 
	DNA
	2.3.1.3.1.1.4
	C
	 
	DNA

	 
	MIL-STD-188-185
	Interoperability of UHF MILSATCOM DAMA Control System
	 
	2.7.3.7.4
	3.7.1.1
	C
	 
	DNA
	2.3.1.3.1.1.5
	C
	 
	DNA

	 
	MIL-STD-188-164
	Interoperability and Performance Standards for C-Band, X-Band, and Ku-Band SHF Satellite Communications Earth Terminals
	 
	2.7.3.8.1
	3.7.1.2
	C
	 
	DNA
	2.3.1.3.1.2.1
	C
	 
	DNA

	 
	MIL-STD-188-165
	Interoperability and Performance Standards for SHF Satellite Communications PSK Models (Frequency Division Multiple Access (FDMA) Operations
	 
	2.7.3.8.2
	3.7.1.2
	C
	 
	DNA
	2.3.1.3.1.2.2
	C
	 
	DNA

	 
	MIL-STD-1582D
	EHF LDR Uplinks and Downlinks
	For LDR (75 5o 2400 bps) 
	2.7.3.9.1
	3.7.1.3
	C
	 
	DNA
	2.3.1.3.1.2.2
	C
	 
	DNA

	 
	MIL-STD-188-136A
	EFH MDR Uplinks and Downlinks
	For MDR (4.8 Kbps to 1544 Mbps
	2.7.3.9.2
	3.7.1.3
	C
	 
	DNA
	2.3.1.3.1.3.1
	C
	 
	DNA

	 
	CCSDS 401.0 - B-6
	Radio Frequency and Modulation Systems 
	For establishing the physical layer to support satellite health and status communications 
	2.7.3.9.3
	3.7.2
	C
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ISO 12172:1998 
	Telecommand, Data Routing Service
	 
	2.7.3.9.3
	3.7.2
	C
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ISO 12173:1998
	Telecommand, Command Operation procedures
	 
	2.7.3.9.3
	3.7.2
	C
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ISO 12174:1998
	Telecommand, Data Management Service, Architectural Specification  
	 
	2.7.3.9.3
	3.7.2
	C
	 
	DNA
	 
	DNA
	 
	DNA

	 
	ISO 13419:1997
	Packet Telemetry
	 
	2.7.3.9.3
	3.7.2
	C
	 
	DNA
	 
	DNA
	 
	DNA

	Network and Systems Management
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Telecommunications Management
	ANSI TI.204, OAM&P
	Lower Layer Protocol
	TMN interfaces between operations systems and network elements
	2.7..2.10.2
	3.9
	E
	 
	DNA
	3.2.5.2
	C
	 
	DNA

	 
	ANSI TI.208, OAM&P
	Upper Layer Protocol
	TMN interfaces between operations systems and network elements
	2.7..2.10.2
	3.9
	E
	 
	DNA
	3.2.5.2
	C
	 
	DNA

	 
	ITU-T M.3207.1
	TMN management service
	Maintenance aspects of B-ISDN management
	2.7..2.10.2
	3.9
	E
	 
	DNA
	3.2.5.2
	C
	 
	DNA

	 
	ITU-T M.3211.1
	TMN management service
	Fault and performance management of the ISDN access
	2.7..2.10.2
	3.9
	E
	 
	DNA
	3.2.5.2
	C
	 
	DNA

	 
	ITU-T M.3400
	TMN management Function
	 
	2.7..2.10.2
	3.9
	E
	 
	DNA
	3.2.5.2
	C
	 
	DNA

	 
	ISO/IEC 9595
	Information Technology
	Open System Interconnection Common Management Information Services (CMIS)
	2.7..2.10.2
	3.9
	E
	 
	DNA
	3.2.5.2
	C
	 
	DNA

	 
	ISO/IEC 9596-1
	Information Technology
	Open System Interconnection Common Management Information Protocol (CMIP)
	2.7..2.10.2
	3.9
	E
	 
	DNA
	3.2.5.2
	C
	 
	DNA

	 
	ISO/IEC 9596-2
	Information Technology
	Open System Interconnection Common Management Information Protocol (CMIP) PROFORMA
	2.7..2.10.2
	3.9
	E
	 
	DNA
	3.2.5.2
	C
	 
	DNA

	Information Transfer Emerging Standards
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Internet Standards - IPV6
	IETF RFC 2374
	IPv6 Aggregatable Global Unicast Address Format
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	 
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 2452,December 1998
	IPv6 MIB for the TCP
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	5.3
	V
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 2454, December 1998
	IPv6 MIB for the UDP
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	 
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 2460, December 1998
	IPv6 Specification
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	5.3
	V
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 2461
	Neighbor Discovery for IPv6, December 1998
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	 
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 2462
	IPv6 Stateless Address Auto configuration
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	 
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 2463
	ICMPv6 for the IPv6 Specification
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	5.3
	V
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 2464, December 1998
	Transmission of Ipv6 Packet Over Ethernet Networks
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	 
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 2466, December 1998
	MIB for IPv6:ICMPv6 Group
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	 
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 2472, December 1998
	 IPv6 Over PPP
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	 
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 2492, January 1999
	IPv6 Over ATM Networks
	 
	2.7.4.1.1
	3.4.1.11(V2)
	V
	 
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	 
	IETF RFC 1981, 2473, 2710, 3513, 3587 
	 
	 
	DNA
	3.4.1.11
	V
	5.3
	V
	2.3.1.1.2.1.4
	V
	 
	DNA

	 
	IETF, RFC-2236, November 1997 
	Group Management Protocol Version 2 (IGMPv2)
	
	2.7.4.1.1
	 
	DNA
	 
	DNA
	3.2.1.1.2.4
	C
	 
	DNA

	 
	IETF, RFC-2136, April 1997 
	Dynamic Updates in the Domain Name System (DNS Update)
	 
	2.7.4.1.1
	 
	DNA
	 
	DNA
	3.2.1.1.1.2.3
	C
	 
	DNA

	 
	IETF RFC 2251
	Lightweight Directory Access Protocol (LDAPv3), 
	 
	2.7.4.1.1
	3.4.1.2.2 (V2)
	C
	5.3
	C
	3.3.1
	C
	 
	C

	 
	IETF, RFC-2002, IETF RFC 3344
	IP Mobility Support
	 
	DNA
	3.4.1.11(V2)
	V
	 
	DNA
	3.3.1
	C
	 
	DNA

	Video Teleconferencing
	 ITU-T H.310, Sep 1998
	Broadband Audiovisual Communication Systems and Terminals
	 
	2.7.4.1.2
	3.4.2(V2)
	V
	 
	DNA
	3.3.1
	C
	 
	DNA

	 
	ITU-T H.321
	Adaptation of H.320 Visual Telephone Terminals to B-15DN Environments
	 
	2.7.4.1.2
	 
	DNA
	 
	DNA
	3.3.1
	C
	 
	DNA

	 
	ITU-T H.323
	Packet-based Multimedia Communications Systems
	 
	2.7.4.1.2
	3.4.2
	V
	5.3
	C
	3.2.1.2
	C
	 
	DNA

	LAN/MAN
	IEEE 802.11a & b
	wireless LAN
	 
	2.7.4.2
	3.6.1
	C
	5.3
	C
	3.2.2.2.6
	C
	 
	DNA

	 
	IEEE 802.16.2-2001
	Recommended Practice for Local and Metropolitan Area Networks 
	 
	2.7.4.1.2
	 
	DNA
	 
	DNA
	 
	DNA
	 
	DNA

	 
	IEEE 802.15.1-2002
	Bluetooth Specification of the Bluetooth System, Version 1.1
	 
	2.7.4.2
	 
	DNA
	5.3
	C
	 
	DNA
	 
	DNA

	 
	HiperLAN/2
	Broadband Radio Transmission Technology Operating in the 5 GHz Frequency Band
	 
	2.7.4.2
	
	DNA
	 
	DNA
	
	DNA
	 
	DNA


Traffic Management, AAL1 for Narrowband Services Version 1.0, July 1997, ATM Security Framework Specification, ATM Trunk Using AAL2 for Narrowband Services, Low Speed Circuit Emulation Service,  LANE UNI (LUNI) specification 

	
	 
	2.7.4.2
	3.6.5 (V2)
	V
	 
	DNA
	3.3.2
	C
	 
	DNA

	 
	ITU-R M.1457 IMT-RSPC, 2000 
	Mobile Point to Point Standards
	 
	2.7.4.2
	3.6.2 (V2)
	V
	 
	DNA
	 
	DNA
	 
	DNA

	 
	IETF RFC-1990
	Mobile Multilink Protocol
	 
	2.7.4.2
	3.6.2 (V2)
	V
	 
	DNA
	3.2.2.2.2
	C
	 
	DNA

	Synchronous Optic Network
	ANSI T1.105-1995,
	Synchronous Optical Network (SONET) Basic Description Including Multiplex Structure, Rates and Formats
	 
	DNA
	3.7.4
	 
	 
	DNA
	3.2.3.3
	C
	 
	DNA

	 
	ANSI T1.107-1995, 
	Digital Hierarchy – Formats Specifications.
	 
	DNA
	3.7.4
	 
	 
	DNA
	3.2.3.3
	C
	 
	DNA

	 
	ANSI T1.117-1991
	JT1.117-1991, (R1997), Digital Hierarchy – Optical Interface Specifications (Single
Mode-Short Reach), (Reaffirmed 1997).
	 
	DNA
	3.7.4
	 
	 
	DNA
	3.2.3.3
	C
	 
	DNA

	Network and Systems Management
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Data Communication Management
	RFC 1157 SNMP Protocol
	 
	Data communication management stations, and management agents support the SNMP.
	2.7.3.10.1
	3.8.1
	C
	5.3
	C
	3.2.5.1
	C
	Table 1
	C

	 
	RFC 1155 Structure of Management Information 
	Structure and Identification of Management Information for TCP/IP-based Internets
	Managing TCP/IP-based internets 
	DNA
	3.8.1
	C
	 
	DNA
	3.2.5.1
	C
	 
	C

	 
	RFC 1514, 1993 Host Resources 
	Internet standards track protocol for the Internet community
	MIB for use with managing host systems
	 
	3.8.1
	C
	 
	DNA
	3.2.5.1
	C
	Table 1
	C

	 
	RFC 17/RFC 1213, 1991,
	Management Information Base
	(MIB module mandated)
	2.7.3.10.1
	3.8.1
	C
	5.3
	C
	3.2.5.1
	C
	Table 1
	C

	 
	IETF RFC-2790
	Host Resources MIB
	(MIB module mandated)
	2.7.3.10.1
	3.8.1
	C
	 
	DNA
	 
	DNA
	Table 1
	C

	 
	RFC 50/RFC-1643
	Definitions of management objects for the Ethernet-like interface types.
	(MIB module mandated)
	2.7.3.10.1
	3.8.1
	C
	5.3
	C
	3.2.5.1
	C
	Table 1
	C

	 
	IETF RFC-2819
	Remote network monitoring management information base
	(MIB module mandated)
	2.7.3.10.1
	3.8.1
	C
	5.3
	C
	 
	DNA
	Table 1
	C

	 
	RFC 1850, 1995  
	v2 Management Information Base
	Open Shortest Path First (OSPF)
	2.7.3.10.1
	3.8.1
	C
	5.3
	C
	3.2.5.1
	C
	 
	C

	Telecommunications Management
	ANSI T1.204:1997
	Lower Layer Protocols for TMN Interfaces Between Operations Systems and Network Elements
	 
	2.7.3.10.2
	3.9
	C
	 
	DNA
	3.2.5.2
	C
	
	C

	 
	ANSI T1.208:1997
	Upper Layer Protocols for TMN Interfaces Between Operations Systems and Network Elements
	 
	2.7.3.10.2
	3.9
	C
	 
	DNA
	3.2.5.2
	C
	
	C

	 
	ITU-T M.3207.1: 1996
	TMN management service: maintenance aspects of B-ISDN management
	 
	2.7.3.10.2
	
	DNA
	 
	DNA
	3.2.5.2
	C
	
	DNA

	 
	ITU-T M.3211.1
	TMN management service: Fault and performance management of the ISDN access
	 
	2.7.3.10.2
	 
	DNA
	 
	DNA
	3.2.5.2
	C
	
	DNA

	 
	ITU-T M.3400
	TMN Management Functions
	 
	2.7.3.10.2
	3.9
	C
	 
	DNA
	3.2.5.2
	C
	
	C

	 
	ISO/IEC 9595:1998
	Open Systems Interconnection Common Management Information Services (CMIS)
	 
	2.7.3.10.2
	 
	DNA
	 
	DNA
	3.2.5.2
	C
	
	DNA

	 
	ISO/IEC 9596-1:1998 
	Open Systems Interconnection – Common Management Information Protocol (CMIP) – Part 1
	 
	2.7.3.10.2
	 
	DNA
	 
	DNA
	3.2.5.2
	C
	
	DNA

	 
	ISO/IEC 9596-2:1993 
	Open Systems Interconnection -- Common Management Information Protocol (CMIP)
	 
	2.7.3.10.2
	
	DNA
	 
	DNA
	3.2.5.2
	C
	
	DNA

	Network and Systems Management Emerging
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	
	 

	Internet Standards
	IPV6
	Expanded addressing and routing capabilities
	Expanded addressing, authentication and privacy, auto configuration, and increased quality of service capabilities
	2.7.4.1.1
	3.4.1.11
	C
	5.3
	C
	3.3.1
	C
	
	C

	 
	IETF RFC 2374, 2452, 2454, 2460-2464, 2466, 2472, 2492
	 
	 
	2.7.4.1.1
	3.4.1.11
	V
	5.3
	E
	3.3.1
	C
	
	V

	 
	IETF, RFC-2136: 1997
	Updates in the Domain Name System (DNS Update)
	JTA Mandates this std
	2.7.4.1.1
	3.4.1.2.3
	V
	5.3
	C
	3.2.1.1.1.2.3
	C
	
	V

	 
	IETF, RFC-2236: 1997
	Internet Group Management Protocol Version 2 (IGMPv2
	JTA Mandates this std
	2.7.4.1.1
	3.4.1.11
	V
	5.3
	C
	3.2.1.1.1.2.4
	C
	
	V

	 
	IETF, RFC-2251
	Lightweight Directory Access Protocol (LDAPv3)
	 
	2.7.4.1.1
	3.4.1.2.2 (V2)
	C
	5.3
	C
	3.3.1
	C
	
	C

	 
	IETF, RFC-2002: 1996
	IP Mobility Support
	 
	2.7.4.1.1
	3.4.1.11 (V2)
	V
	 
	DNA
	3.3.1
	C
	
	V

	VTC Standards
	ITU-T H.310: 1998
	Broadband Audiovisual Communication Systems and Terminals
	 
	2.7.4.1.2
	 
	DNA
	 
	DNA
	3.3.1
	C
	
	DNA

	 
	ITU-T H.321: 1998
	Adaptation of H.320 Visual Telephone Terminals to B-15DN Environments
	 
	2.7.4.1.2
	
	DNA
	 
	DNA
	3.3.1
	C
	
	DNA

	 
	ITU-T H.323: 2000
	Packet-based Multimedia Communications Systems
	 
	2.7.4.1.2
	3.4.2 (V2)
	C
	5.3
	C
	3.3.1
	C
	
	C

	Network Standards
	IEEE 802.11-1997 
	Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifications
	 
	2.7.4.2
	3.6.1 (V2)
	C
	5.3
	C
	3.2.2.2.6
	C
	
	C

	 
	IEEE 802.16.2-2001
	Recommended Practice for Local and Metropolitan Area Networks (MAN)– Coexistence of Fixed Broadband Wireless Access Systems
	 
	2.7.4.2
	 
	DNA
	 
	DNA
	 
	DNA
	
	DNA

	 
	HiperLAN/2:1999
	Radio Transmission Technology Operating in the 5 GHz Frequency Band
	 
	2.7.4.2
	
	DNA
	 
	DNA
	
	DNA
	
	DNA

	 
	ATM Forum, af-sig-0076.000, 0077.000, 0089.000, 0096.000, 0113.000, 0119.000,
	 
	 
	2.7.4.2
	3.6.5 (V2)
	V
	 
	DNA
	3.3.2
	C
	
	V

	 
	ANSI X3.230- 1994
	Fibre Channel - Physical and Signaling Interface 
	 
	2.7.4.2
	3.6.5 (V2)
	V
	5.3
	C
	F.avs.3.5.1.1
	C
	
	V

	Mobile Communications
	J-STD-008
	Code Division Multiple Access
	Personal Communication Services
	2.7.4.2
	3.6.7 (V2)
	C
	 
	DNA
	3.3.2
	C
	
	C

	 
	TIA/EIA-95-B
	Code Division Multiple Access
	Mobile Cellular Standard for CDMA
	2.7.4.2
	3.6.7 (V2)
	C
	 
	DNA
	3.3.2
	C
	
	C

	 
	TIA/EIA-41-D
	North American Std for TDMA/CDMA
	 
	2.7.4.2
	3.6.7 (V2)
	C
	 
	DNA
	3.3.2
	C
	
	C

	 
	ITU-R M.1457 IMT-RSPC, 2000 
	Point to point standards
	 
	2.7.4.2
	3.6.7 (V2)
	C
	 
	DNA
	 
	DNA
	
	C

	 
	IETF RFC-1990
	PPP Multilink Protocol
	not addressed for mobile
	2.7.4.2
	 
	DNA
	 
	 
	3.2.2.2.2
	C
	
	DNA

	Network Management
	IETF RFC 1695 (August 1994)
	Asynchronous Transfer Mode (ATM) MIB 
	 
	2.7.4.3
	 
	DNA
	 
	DNA
	3.3.2
	C
	
	DNA

	 
	IETF RFC 1657 (July 1994)
	Border Gateway Protocol version 4 (BGP-4) MIB
	 
	2.7.4.3
	3.8.1 (V2)
	C
	 
	DNA
	3.3.2
	C
	
	C

	 
	IETF RFCs 1611 and 1612 (May 1994)
	Domain Name System (DNS) MIBs
	 
	2.7.4.3
	3.8.1 (V2)
	C
	 
	DNA
	3.3.2
	C
	
	C

	 
	IETF RFCs 2006 and 2011 
	Internet work Protocol (IP) MIBs
	 
	2.7.4.3
	3.8.1 (V2)
	C
	 
	DNA
	3.3.2
	C
	
	C

	 
	IETF RFCs 1471 through 1474 (June 1993)
	Point-to-Point Protocol (PPP) MIBs
	 
	2.7.4.3
	3.8.1 (V2)
	C
	 
	DNA
	3.3.2
	C
	
	C

	 
	IETF RFC 2021 (January 1997)
	Remote Network Management Monitoring Version 2 (RMON2) MIB
	 
	2.7.4.3
	3.8.1 (V2)
	C
	5.3
	C
	3.3.2
	C
	
	C

	 
	IETF RFC 2012 (Nov 1996)
	Transmission Control Protocol (TCP) MIB
	 
	2.7.4.3
	3.8.1 (V2)
	C
	 
	DNA
	3.3.2
	C
	
	C

	 
	IETF RFC 2013 (Nov 1996)
	User Datagram Protocol (UDP) MIB
	 
	2.7.4.3
	3.8.1 (V2)
	C
	 
	DNA
	3.3.2
	C
	
	C

	 
	IETF RFC 1567 (Jan 1994)
	Directory Services MIB
	 
	2.7.4.3
	 
	DNA
	 
	DNA
	3.3.2
	C
	
	DNA

	 
	IETF RFC 2248 (January 1998)
	Network Services MIB
	 
	2.7.4.3
	3.8.1 (V2)
	V
	 
	DNA
	 
	DNA
	
	V

	 
	IETF RFC 2249 (January 1998), 
	Mail Monitoring MIB
	 
	2.7.4.3
	3.8.1 (V2)
	V
	 
	DNA
	 
	DNA
	
	V

	 
	IETF RFC 2515:Feb 1999
	Definitions of Managed Objects for ATM Management
	 
	DNA
	3.8.1 (V2)
	V
	 
	DNA
	3.3.2
	C
	
	V

	 
	IETF RFC 2605: 1999
	Directory Server Monitoring MIB
	 
	DNA
	3.8.1 (V2)
	V
	 
	DNA
	3.3.2
	C
	
	V

	Info Modeling
	Metadata, and Information
	 Exchange Standards
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	DDDS
	Defense Data Dictionary System
	Includes standard names and definitions for data entities and data elements (i.e., attributes)
	2.8.1.2
	 
	DNA
	 
	DNA
	4.2.5
	C
	 
	DNA

	 
	SIDR
	Secure Intelligence Data Repository
	Classified version of the DDDS
	2.8.1.2
	 
	DNA
	 
	DNA
	4.2.5
	C
	 
	DNA

	 
	DoD Directive (DoDD) 8320.1
	Data Administration
	Supports infomration exchange of foramtted messages
	2.8.2.2
	 
	DNA
	 
	DNA
	4.2.5
	C
	 
	DNA

	 
	IEEE 1320.1-1998
	Functional Modeling Language—Syntax and Semantics for IDEF0
	Activity Modeling
	2.8.2.1
	4.5.1
	C
	 
	DNA
	4.2.1
	C
	 
	C

	 
	DoD Manual 8320.1-M-1: 1999
	DoD Data Standardization Procedures
	Data Modeling
	2.8.2.2
	 
	DNA
	 
	DNA
	4.2.5
	C
	 
	DNA

	 
	FIPS PUB 184, December 1993
	Definition For Information Modeling (IDEF1X)
	Data Modeling
	2.8.2.2
	4.5.2
	C
	 
	DNA
	4.2.2
	C
	 
	C

	 
	ISO 8601, ANSI X3.30, and FIPS 4-1)
	DoD Date Standards
	Calendar Date
	2.8.2.4.1
	2..5.4.11
	C
	 
	DNA
	4.2.5.1
	C
	 
	C

	 
	ISO 8601
	DoD Date Standards
	Ordinal Date
	2.8.2.4.1
	 
	DNA
	 
	DNA
	4.2.5.1
	C
	 
	DNA

	 
	No specific stds referenced
	Guidance
	Information Exchange Standards Applicability
	2.8.2.5.1
	4.8
	C
	 
	 
	 
	DNA
	 
	DNA

	 
	SML/CORBA
	Metadata Interchange
	 
	DNA
	4.8
	V
	5.8.4
	V
	4.3.3.1
	C
	4.3.2-3
	GR

	 
	No specific stds referenced
	Guidance
	Tactical Information Exchange Standards
	2.8.2.5.2
	4.8.1
	V
	 
	DNA
	F.GVS.2.4.2.1
	V
	 
	DNA

	 
	MIL-STD-6016B: 2002
	Tactical Digital Information Link (TADIL) J Message Standard
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	 
	DNA
	F.MS.2.4.2
	C
	 
	DNA

	 
	STANAG 5516: 1998
	Tactical Data Exchange – LINK 16
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	 
	DNA
	4.2.6.2.1
	V
	 
	DNA

	 
	VMF: 2002
	Variable Message Format Technical Interface Design Plan (Test Edition) Reissue
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	 
	DNA
	4.2.6.2.1
	C
	 
	DNA

	 
	 
	Tactical Data Exchange – LINK 22 
	Utilizes “J” series messages and data elements, Link 22 uses an improved high frequency (HF) and ultra-high frequency (UHF) multimedia transmission scheme
	DNA
	4.8.1.1
	V
	 
	DNA
	 
	DNA
	 
	DNA

	 
	MIL-STD-6040: 2002
	United States Message Text Format (USMTF) Program
	Character-Based Formatted Messages
	2.8.2.5.3
	4.8.1.2
	C
	 
	DNA
	4.2.6.2.2
	C
	 
	DNA

	 
	NTSDS Database Implementation, Version 1.2a : 1997
	Description & Core Schema Definition plus Supplemental Schema Definition, Version 1.1
	Target/Threat Data Interchange Standards
	2.8.2.5.4 
	C4ISR6.1.1
	C
	 
	DNA
	E 2.4.1.1
	V
	 
	DNA

	Emerging Modeling and Metadata Standards
	IEEE 1320.2-1998
	Conceptual Modeling Language-Syntax and Semantics for IDEF1X97 (IDEF object). 
	Supports Object Modeling  Manadated by JTA
	2.8.3.1
	4.5.1
	V
	 
	DNA
	4.2.1
	C
	 
	DNA

	 
	Object Management Group (OMG)  UML Specification, Version 1.4, September 2001
	Unified Modeling Language
	Supports Object Modeling  Manadated by JTA
	2.8.3.1
	4.5.3
	V
	4.8.1
	C
	4.2.3
	C
	7.1
	GR

	 
	XML XMI, Version 1.1, ad/99-10-22, 25 October 1999.
	Metadata Interchange 
	 
	DNA
	4.5.3
	V
	5.8.4
	V
	4.3.3.1
	C
	D.1
	GR

	 
	DoD 8320.1
	Data Definition
	Support both character-oriented and bit-oriented representation of the standard data and their domain values
	2.8.3.2
	4.7 (V2)
	C
	 
	DNA
	4.2.5
	C
	 
	DNA

	 
	ISO/IEC 11179 Part 3: Oct 2001
	Basic attributes of data elements
	Standardization and registering of data elements to make data understandable and shareable
	DNA
	4.7 (V2)
	 
	 
	DNA
	 
	DNA
	 
	DNA

	 
	STANAG 5522, September 1995
	Tactical Data Exchange – LINK 22 
	Fn emerging; JTA mandated
	2.8.3.3
	 4.8.1.1
	V
	 
	DNA
	 
	DNA
	 
	DNA

	 
	CCDF, Version 2.4, 4 June 2002
	 
	Metadata sharing among intelligence processing systems 
	2.8.3.4
	C4ISRCRY5.1
	E
	 
	DNA
	 
	DNA
	 
	E

	Unique ISR Standards
	References JTA, MCA, GIG-ES, JASA, etc.
	Framework
	TBD
	2.9
	 
	 
	 
	 
	 
	 
	 
	DNA

	 
	none listed
	IMINT
	 
	 
	 
	 
	 
	 
	 
	 
	 
	DNA

	 
	none listed
	SIGINT
	 
	 
	 
	 
	 
	 
	 
	 
	 
	DNA

	 
	none listed
	HUMINT
	 
	 
	 
	 
	 
	 
	 
	 
	 
	DNA

	 
	none listed
	MASINT
	 
	 
	 
	 
	 
	 
	 
	 
	 
	DNA

	 
	none listed
	OSINT
	 
	 
	 
	 
	 
	 
	 
	 
	 
	DNA

	 
	none listed
	 Intelligence Analytical/Fusion Standards
	 
	 
	 
	 
	 
	 
	 
	 
	 
	DNA

	The standards below are added due to OACE
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	physical media standards
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	MIL STD 2042(1-7), 2051, 2052, MIL PRF 1/6-7, 85045 (17,18,20,26-28)
	Optical Fiber Standards for design installation and test of fiber optic networks
	Shipboard cabling
	DNA
	 
	 
	5.1
	V
	 
	DNA
	 
	DNA

	 
	MIL-C-83522/16-17; TIA/EIA -2,3,10;MIL-PRF 28876 
	Fiberoptic Connectors
	Shipboard cabling
	DNA
	 
	 
	5.1
	V
	 
	DNA
	 
	DNA

	 
	MIL-PRF-29504/14-15
	Fiberoptic Termini
	Shipboard cabling
	DNA
	 
	 
	5.1
	V
	 
	DNA
	 
	DNA

	 
	MIL-I-24728
	Interconnection Box,
	Shipboard cabling
	DNA
	 
	 
	5.1
	V
	 
	DNA
	 
	DNA


Blown Optical Fiber

	Components
	Shipboard cabling
	DNA
	 
	 
	5.1
	V
	 
	DNA
	 
	DNA

	 
	MIL-C-24643/59
	Copper Cable, Twisted
Pair
	Shipboard cabling
	DNA
	 
	 
	5.1
	V
	 
	DNA
	 
	DNA

	 
	MIL-C-28840/14, 16;TIA/EIA-568B.2
	Connectors, Twisted Pair
	Shipboard cabling
	DNA
	 
	 
	5.1
	V
	 
	DNA
	 
	DNA

	 
	jindustry standard 19" (wide) rack mounting
	Enclosures
	used for installing COTS
equipment aboard naval platforms.
	DNA
	 
	 
	5.2
	V
	 
	DNA
	 
	DNA

	Notes to consider when reviewing this spreadhseet
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Cross-reference legend
	 
	E = Exceeds JTA
C = Complies w/ JTA
V = Variance / JTA
GR = General Reference,  DNA = Does not address (applies to JTA or FN reference)
V2 = JTA volume II shown after the section reference
	 
	 
	 
	 
	 
	 
	 
	 
	
	 

	Note--GIG-ES references JTA for all stnadards as shown in the followoing wuote form GIG-ES ICD "To ensure system interoperability across the GIG and to support uninterrupted service, all transport capabilities shall be standards-based using DoD JTA"
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	NOTE--ERTA is an architecture document that calls out general references and defers its comm stnadards and IA stds to GIG-ES 
 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


Appendix E – Distributed Services Profile

	Fn Service Category
	Standards
	Function of the Standards
	Services of the Standards
	Fn A&S Doc References 
	JTA 6.0 Mandated or Emerging
	Code
	OACE Reference
	Code
	JTA-Army 6.5
	Code
	C2 ERTA
	Code

	INFORMATION PROCESSING
	
	
	
	
	
	
	
	
	
	

	Software Engineering Services
	DoD Technical Reference Model Version 1.0
	Application Software Definition -COTS/GOTS Software
	Defines mission oriented and common support applications
	2.1.1.1
	
	DNA
	
	DNA
	2.2.1
	C
	
	DNA

	
	RAPIDS Ver 1.5
	Reusable Application Integration and Development Standards
	improve portability, reduce cost, and acceelerate deployment schedules
	2.1.1.1
	
	DNA
	
	DNA
	
	DNA
	3.1
	C

	
	IEEE 12207:1997
	Software Life Cycle Processes
	Provide guidance for Software Design
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	IEEE/EIA 12207.1-1997
	Software Life Cycle Data
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	IEEE/EIA 12207.2-1997
	Software Life Cycle Processes-Implementation Considerations
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	IEEE 828-1998
	Software Configuration Management Plans
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	IEEE 1028-1997
	Standard for Software Reviews
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	IEEE 1012-1998
	Standard for Software Verification and Validation
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Programming Languages
	JAVA, C++
	Programming standards referenced in OACE
	DNA
	
	DNA
	5.14
	V
	
	DNA
	4.2
	GR

	User Interface Services
	C903,904,905, 507,M021: CDE 2.1/Motif 2.1 User's Guide, M027:  CDE 2.1/Motif 2.1 - Style Guide and Glossary,

M028:  CDE 2.1/Motif 2.1 - Style Guide Certification Check List, M029:  CDE 2.1/Motif Style Guide Reference
	Common set of desk top applications using Motif 
	Provides a set of desktop application and management capabilities for use w/portable operating systems interface.
	2.1.1.2.2
	 2.5.2.1
	E
	
	DNA
	2.2.2.1.2
	C
	
	DNA

	User Interface Services WIN32
	WIN32 APIs, MS Platform.
	Windows Application Programming Interface (API) providing building blocks used by applications written for MS WIN
	Gives applications access to the computer resources; features of the operating system, such as memory, file systems, devices, processes, and threads. 
	2.1.1.2.2
	2.5.2.2
	C
	
	DNA
	2.2.2.1.2
	C
	
	DNA

	Data Management Services
	ISO/IEC 9075 (1-5, 10): 1999 Note--OACE lists several additional SQL STDS
	SQL Data Base Management Standards---Sharing of data between applications; application clients and database Servers.
	Supports independent management of data shared by multiple applications.
	2.1.1.2.4
	 2.5.3
	V
	5.10
	V
	G.2.2.1.5
	C
	D.1
	GR

	
	ISO/IEC 9075-3: 1995 Information Technology - Database Languages.
	 Information Technology - Database Languages
	Supports exchange of data between applications, and to/from external environment.
	2.1.1.2.4
	 2.5.3
	C
	5.10
	C
	 2.5.3
	C
	D.1
	GR

	
	ISO/IEC 13249-3-1999
	Management of Multimedia
	Support SQL Multimedia and application packages
	2.1.1.2.4
	
	DNA
	5.10
	C
	2.3.2.2
	C
	
	DNA

	
	ISO/IEC 9579: 2000
	Remote Data Access for SQL
	Enables client access to database servers
	2.1.1.2.4
	
	DNA
	5.10
	C
	2.3.2.2
	C
	
	DNA

	
	ODMG 3.0
	Manage object-oriented databases
	storing objects in as DBMS consistent with ODMG model
	2.1.1.2.4
	C C4ISR.SR 2.2
	C
	
	DNA
	2.3.2.2
	C
	D.1
	GR

	
	JDO 1.0:3/25/2002
	Java Data Objects
	Java object persistence to Object-Oriented or Object/Relational Data Stores
	DNA
	
	DNA
	5.10
	
	
	DNA
	
	DNA

	
	Collaboration at Sea (CAS)
	Data Replication
	In work
	2.1.1.2.5
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Data Interchange Services
	ISO 8879
	Document interchange for SGML docs
	Electronic dissemination for viewing in multiple formats
	2.1.1.2.7
	
	DNA
	
	DNA
	2.2.2.1.4.1
	C
	
	DNA

	
	ISO / IEC 8879:1986 Information Processing, HTML 4.01 Specifications 24 Dec, 1999, REC HTML 401-1999 1224
	web initerchange of hypertest documents
	formatting web documents
	2.1.1.2.7
	2.5.4.1
	C
	
	DNA
	2.2.2.1.4.1
	C
	4.3.2.3
	GR

	
	XML 1.0, W3C
	Designing text formats
	Interpretation and display of XML data in a variety of applications
	2.1.1.2.7
	 2.5.4.1
	C
	5.8.4
	C
	 2.5.4.1
	C
	4.3.2.3
	GR

	
	Resource Description Format (RDF) , REC-rdf-syntax-19990222, W3C 1999 
	Defines a mechanism for describing resources
	Model for representing named properties (attributes of resources), property values, and relationships between properties
	2.1..1.2.7
	2.5.4.1
	C
	
	DNA
	
	DNA
	
	DNA

	Graphics Data Interchange
	JPEG File Interchange Format, v 1.02
	Describes several alternative algorithms for the representation and compression of raster images.
	It is a character encoding system for creating software applications that work in any language
	2.1.1.2.8
	2.5.4.3
	C
	
	DNA
	2.2.2.1.4.2
	C
	4.3.3
	GR

	
	IETF RFC 2083, Portable Network Graphic Specification, v 1.0, January 1997.
	The PNG format provides a portable, legally unencumbered, well- compressed, well-specified standard for loss less bitmapped image files.
	Storage and transmission of animated graphics and complex still images
	2.1.1.2.8
	2.5.4.3E
	C
	
	DNA
	2.2.2.1.4.2
	C
	
	DNA

	
	Graphics Interchange Format (GIF) Ver 89a
	Defacto standard for exchanging graphics and images over an internet
	For the lossless interchange of raster images that have no geospatial context
	2.1.1.2.8
	2.5.4.3
	C
	
	DNA
	2.2.2.1.4.2
	C
	
	DNA

	Geospatial Data Interchange
	MIL STD 2411, 1994
	Raster product format
	Interchange of raster-formatted digital geospatial data among DoD Components
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	MIL STD 2407,1996
	Vector product format
	Interchange of vector-formatted digital geospatial data among DoD Components
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	MIL STD 2401, 1994, World Geodetic system
	Conventional Terrestial Reference System
	Support systems generating maps
	2.1.1.2.9
	2.5.4.4.1
	V
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	FIPS Pub  10-4, thru 2001
	Geopolitical entities list
	Interchange of geospatial information requiring the use of country codes
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	Still Imagery Data Interhcange
	Mil STD 2500B, MIL STD 188-196&199,ISO/IEC 8632:1999,ISO/IEC 10918-1:1994, STANAG 4545
	Exchange, storage, and transmission of digital-imagery 
	Imagery product dissemination
	2.1.1.2.10
	 2.5.4.5
	V
	
	DNA
	2.2.2.1.4.4
	C
	
	DNA

	Motion Imagery Data Interchange
	Motion Imagery Standards Profile, Nov 2001
	Streaming Video
	Support real-time video interchange
	2.1.1.2.11
	2.5.4.6
	V
	
	DNA
	2.2.2.1.4.7
	C
	
	DNA

	Digital Audio
	ISO/IEC 11172-3:1993, Information Technology,
	Audio for digital storage
	Promote effective audio data sharing between intelligence systems in the FORCEnet domain
	2.1.1.2.12
	2.5.4.6.3
	V
	
	DNA
	2.2.2.1.4.7
	C
	
	DNA

	Data Formats
	
	
	
	
	
	
	
	
	
	
	
	

	Signal Related Information
	USIDD 126
	Data format for signal related infomration
	Exchange of collected signals data and SRI between processing subsystems
	2.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Data Interchange Storage Media
	ISO 9660:1988
	Volume and File structure of CD-ROM for information interchange
	Guidance in the use of Compact Disc-Read Only Memory (CD-ROM) technology
	2.2.1.3
	 2.5.4.8
	C
	
	DNA
	2.2.2.1.4.8
	C
	
	DNA

	Atmospheric and Oceanographic Data Interchange
	FM-92-X ext. GRIB WMO No. 306
	Weather Product Information
	Exchange of Weather Product Messages in Gridded Binary 
	2.2.1.4
	2.5.4.4
	C
	
	DNA
	2.2.2.1.4.9
	C
	
	DNA

	
	FM-94-X ext. BUFR WMO No. 306
	Binary Universal Format for Representation 
	Interchange of atmospheric and oceanographic data
	2.2.1.4
	2.5.4.4
	C
	
	DNA
	2.2.2.1.4.9
	C
	
	DNA

	Time of Day Interchange
	ITU-R  TF 460-5
	Coordinated Universal Time 
	Time-of-day information exchanged among DoD systems
	2.2.1.5
	2.5.4.9
	C
	
	DNA
	2.2.2.1.4.12
	C
	
	DNA

	Dissemination Reports
	USIDD 126, 205, 300,301,341,350,351,369,504, MIL-STD 6061A, STANAG 5516,MIL-STD 6040,
	Dissemating C4ISR formatted reports
	Support tactical data exchange
	2.1.1.6
	4.8.1.1
	V
	
	DNA
	4.2.6.2.2
	V
	
	DNA

	
	ANSI/IEEE  754-1985
	Bianry Floating Data Interchange
	Processing binary floating-point numbers
	2.1.1.6
	4.8.1.3
	C
	
	DNA
	
	DNA
	
	DNA

	Graphic Services
	ANSI/ISO/IEC 9636-1,2,3,4,5,6:1991; OpenGL Graphics System (4-99)
	Define Graphics Specification
	Support the creation and manipulation of graphics
	2.1.1.7
	2.5.5
	C
	
	DNA
	2.2.2.1.5
	C
	
	DNA

	Communication Services
	None listed
	
	Support distributed applications that require data access and applications interoperability in a networked environment
	2.1.1.8
	
	DNA
	
	
	
	DNA
	
	DNA

	Operating System Services
	ISO/IEC 9945, IEEE 1003 (2d), ISO/IEC 14519, ISO/IEC 1003.13
	POSIX Requirements
	Operate and administer a computer platform and to support the operation of application software
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	
	DNA

	
	ISO/IEC 9945-1:1996
	 Part 1: System Application Program Interface (API) [C language] 
	Mandated Services, Real-time optional services,& Thread Optional Services
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	
	DNA

	
	IEEE 1003.2d:1994
	Part 2: Shell and Utilities – Amendment: Batch Environment
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	
	DNA

	
	ISO/IEC 14519:1999
	POSIX Ada Language Interfaces 
	Binding for System Application Program Interface (API) – Real-time Extensions (Incorporates IEEE 1003.5b:1996 and IEEE 1003.5g:1999)
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	
	DNA

	
	IEEE 1003.13-1998
	Standardization Applications Environment Profile
	POSIX Real-time Application Support
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	
	DNA

	
	LINUX Standard base specification
	LINUX Applications
	Not addressed in Fn but in JTA
	DNA
	2.5.7
	V
	
	DNA
	
	DNA
	
	DNA

	Internationalization
	ISO/IEC 8859-1:1998, ISO/IEC 10646-1:2000
	Character set coding standards
	Define, select and change between different culturally related application environments 
	2.1.1.10
	2.5.8
	C
	
	DNA
	2.2.2.1.8
	C
	
	DNA

	Distrbiuted Computing Services
	C310, Xopen DCE, C705, DCE 1.1, C706, DCE 1.1, OSF-DCE 
	2.2.1.12
	6.4.1.3.2
	E
	
	DNA
	2.2.2.2.4.1
	C
	
	DNA

	
	OMG 99-10-07, 2000-06-19, 15, 26-29,12,98-06-01, 97-09-06, /97-09-07
	Common Object Request Broker: Architecture & Specification (note--JTA shows as no stds emerging)
	Define interfaces and semantics for services required to support distributed objects, such as naming, security, transactions and events
	2.2.1.12.2
	6.4.1.7
	V
	5.8.4
	V
	2.2.2.1.11
	C
	4.3.2.7
	GR

	CORBA
	formal 02-06-33, 02-08-02
	OVER 30 CORBA Standards listed in OACE
	NEEDS REVIEW TO SEE WHAT CORBA SERVICES SHOULD BE IN Fn
	2.2.1.12.2
	6.4.1.7
	V
	5.8.4
	V
	2.2.2.2.4.2
	V
	4.3.2.7
	GR

	
	1.0:3/25/2002
	JAVA DATA OBJECTS
	DNA
	
	
	5.1
	V
	
	DNA
	
	DNA

	
	DCOM
	Distributed computing for microsoft applications
	DNA
	
	
	4.8.5
	V
	
	DNA
	
	DNA

	Emerging Standards
	
	
	2.4.6
	
	
	
	
	
	
	
	

	Data Management Services
	ANSISO/IEC 9075-1 thru 5:1999--Note OACE shows these as mandatory
	 Information Technology - Database Languages
	Supports exchange of data between applications, and to/from external environment.
	2.1.1.2.4
	2.5.3(V2)
	V
	5.1
	v
	2.2.3.2
	C
	
	DNA

	Web Services 
	XHTML 1.0, W3C 26 January 2000
	Extensible HyperText Markup Language
	Reformulates HTML as an XML application
	2.4.6.2.1
	2.5.4.1 (V2)
	C
	
	DNA
	2.3.2.1.1.7
	
	
	DNA

	
	Xforms 1.0
	Document Interchange
	Associates the capabilities of XML and the ease of HTML for a wide range of devices
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	
	DNA
	2.3.2.1.1.7
	C
	
	DNA

	
	RDF W3C, 22 February 1999
	Resource Description Framework Model and Syntax Specification
	Foundation for processing Web-based metadata
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	
	DNA
	
	DNA
	
	DNA

	
	RDF W3C, 27 March 2000
	Resource Description Framework Schema Specification
	Provides a machine-understandable system for defining “schemas” for descriptive vocabularies 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	
	
	
	DNA
	
	DNA

	
	XSL, Version 1.0, W3C, 15 Oct 2001 
	Xstensible stylesheet langauge
	Formatting highly structured information such as XML-structured data or XML documents 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	
	DNA
	4.2.8
	C
	
	DNA

	
	XSLT, W3C 24 August 2001
	XML Stylesheet Language Transformations 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	4.2.8
	C
	4.3.2.3
	GR

	
	 (XPATH), Version 1.0, W3C Recommendation, 16 November 1999
	XML Path Language
	XPath is a language for addressing parts of an XML document, designed to be used by XSLT
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.3
	GR

	
	XML-Signature Syntax and Processing, W3C Recommendation, 12 February 2002.


	Applies an XML-encoded digital signature within an XML document
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.3
	GR

	
	XPOINTER, Version 1.0 W3C
	XML Pointer Language 
	fragment identifier for any URI reference 
	2.4.6.2.1
	
	DNA
	
	DNA
	
	DNA
	4.3.2.3
	GR

	
	XQuery 1.0, W3C 15 November 2002
	 An XML Query Language
	Extract data from collections of XML documents 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.3
	GR

	
	WSDL Version 1.1, W3C 15 March 2001
	Web Services Description Language 
	Defines the XML grammar needed for network services for distributed systems 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.5
	GR

	
	SOAP Version 1.1, W3C, 08 May 2000
	Simple Object Access Protocol 
	lightweight XML protocol used for exchanging information in a decentralized, distributed environment
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.4
	GR

	
	UDDI Version 3.0, 19 July 2002
	Publishing and discovery of Web services
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.6
	GR

	
	CSS Level 1 (CSS1), W3C, 17 December 1996.
	Cascading Style Sheets 
	formatting documents
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	
	DNA

	
	 WSRP v1.0,  OASIS, Aug 2003 
	Web services for remote portals
	2.4.6.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Imagery Data
	ISO/IEC 14772-1:1998
	Virtual Reality Markup Language
	Capabilities for 3-D representation of data
	2.4.6.2.2
	2.5.4.3 (V2)
	C
	
	DNA
	2.3.2.1.1.2
	C
	
	DNA

	
	DIGEST: Edition 2.0, June 1997
	Digital Geographic Information Exchange Standard 
	Support the transfer of DGI between GISs in DoD, U.S., NATO
	2.4.6.2.3
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	ISO/IEC 12087-5:1998, • ISO/IEC 15444-1: 2000, JPEG 2000 
	Still-Imagery Data Interchange
	Foundation for interoperability in the interchange of imagery and imagery-related data among applications
	2.4.6.2.4
	2.5.4.5 (V2)
	C
	
	DNA
	2.3.2.1.1.4
	V
	4.3.3
	GR

	
	ATSC A/52 (Audio), Dolby Digital AC3 
	Video Imagery
	Emerging Standards, Profiles, and Recommended Practices for Video Imagery applications
	2.4.6.2.5
	
	DNA
	
	DNA
	F.3.5.2.2
	V
	4.3.3
	GR

	
	DoD Guide to Selecting Multimedia Stds, Technologies, etc. 15 February 1998
	Multimedia Data Interchange
	Defines emerging standards for DoD systems employing Multimedia
	2.4.6.2.7
	2.5.4.10 (V2)
	V
	
	DNA
	
	DNA
	
	DNA

	
	
	Signal Descriptor File
	Not addressed in Fn or JTA
	2.4.6.2.8
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Operating System Services
	P1003.1a, IEEE1003.1d, • IEEE 1003.1j,• P1003.1m, • P1003.1q, • P1003.5g/D1.0, • P1003.13a/D1,• P1003.21, • C808 Networking Services (XNS)
	Emerging POSIX Requirements
	2.4.6.3.1
	2.5.7 (V2)
	V
	5.5
	V
	2.2.2.1.7
	V
	
	DNA

	
	Java Virtual Machine (JVM) 
	Support applications executed through a Web browser or to support development of portable applications
	2.4.6.3.2
	
	DNA
	
	DNA
	2.3.2.3
	C
	
	DNA

	
	ISO/IEC ISP 15287-2:2000, ISO/IEC 9945-1 
	Real Time Operating Systems
	Satisfy a wide range of real-time system

requirements based upon the application platform’s size and function.
	DNA
	2.5.7 (V2)
	V
	
	DNA
	2.2.2.1.7
	V
	
	DNA

	
	MPI/RT Version 1.0
	Real-Time Communications Services
	2.4.6.3.4
	
	DNA
	5.8.4
	V
	
	DNA
	
	DNA

	
	CORBA, OMA
	Fn DNA
	Distributed-Computing Services & Distributed Object Computing
	2.4.6.4
	2.5.11 (V2)
	V
	5.8.4
	V
	2.2.2.1.11
	C
	4.3.2.7
	GR

	Support Application Services
	DoD-5015.2-STD 1997 note JTA lists 2002 version
	Electronic Records Management Software Applications
	Baseline set of requirements for Records Management Application (RMA) software
	2.4.6.5.1
	2.5.12.1 (V2)
	C
	
	DNA
	2.3.1.1.2
	C
	
	DNA

	
	IEEE 1484.1, .2, .11,.12, AICC AGR 006 CMI, V2.0, 1998 
	Learning technology
	Provide for an integrated environment for education, training, and decision support
	2.4.6.5.2
	2.5.12.2 (v2)
	C
	
	DNA
	2.3.1.1.1
	C
	
	DNA

	INFORMATION ASSURANCE
	Overall Exceeds JTA 6.0
	2.6
	
	
	
	
	
	
	
	

	Overall Guidance
	CJCSI 6510.01C
	IA Implementation
	
	2.6.1
	6.1
	C
	
	dna
	
	DNA
	2.5
	GR

	
	DoD CIO

Guidance and Policy Memorandum No. 6-8510-
	DoD Global Information Grid Information Assurance.
	"Defense in Depth"--NOTE OACE REFERS TO OVERALL GUIDANCE OF DoD 8510 FOR A NUMBER OF ITS STANDARDS
	2.6.1.1
	6.3
	C
	4.12.1
	C
	
	DNA
	2.5
	C

	Common Criteria
	ISO / IEC 15408 - 1999
	Standardized methodology for testing IA Products
	Information technology Security Techniques Evaluation Criteria For IT security.
	2.6.1.2
	6.8.1
	C
	5.12
	C
	6.2.1
	C
	
	DNA

	
	EAL Levels
	Product Evaluation based on secuirty requirement
	2.6.1.2
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	OSI model Mapping (application layer)
	FIPS PUB 112, Password Usage
	Password Usage
	JTA Does not provide mapping in this fashion
	2.6.1.3
	
	DNA
	
	DNA
	6.2.1.2
	C
	
	DNA

	
	FIPS PUB 140-2
	Cryptographic APIs
	
	2.6.1.3
	 6.4.2.7
	C
	5.12
	C
	
	DNA
	
	DNA

	
	FIPS PUB 180-1
	Secure Hash
	
	2.6.1.3
	6.4.2.2
	C
	5.12
	C
	6.3.1.3
	C
	
	DNA

	
	FIPS PUB 185
	Escrowed Encryption
	
	2.6.1.3
	
	DNA
	
	DNA
	6.3.1.3
	C
	
	DNA

	
	FIPS PUB 186-2
	Digital Signature
	
	2.6.1.3
	6.4.2.3
	C
	5.12
	C
	6.3.1.3
	C
	
	DNA

	
	FIPS PUB 196
	Entity Authentication w/PKI
	2.6.1.3
	
	DNA
	
	DNA
	6.3.2.6.3
	C
	Table 2
	GR

	
	ITU X.509
	Directory Authentication
	2.6.1.3
	6.4.1.2
	C
	5.12
	C
	6.3.2.6.1
	C
	Table 2
	C

	
	KMP, 
	Key Management Protocol
	2.6.1.3
	6.7.2
	C
	
	DNA
	Table 6-1
	C
	2.5
	GR

	
	RFC 1510, Kerberos
	
	
	2.6.1.3
	6.4.1.3.2
	C
	5.12
	C
	Table 6-1
	C
	
	DNA

	
	GSS API
	Generic Security Services API
	2.6.1.3
	
	DNA
	5.12
	C
	Table 6-1
	C
	
	DNA

	
	RFC 1938
	One-Time Password
	
	2.6.1.3
	
	DNA
	
	DNA
	Table 6-1
	C
	
	DNA

	
	Secure Sockets Layer
	
	2.6.1.3
	6.4.1.1
	C
	
	DNA
	Table 6-1
	C
	5.3.1
	GR

	OSI model Mapping (presentation and session layer)
	FIPS PUB 180-1, Secure Hash
	
	2.6.1.3
	6.4.2.1
	C
	5.12
	C
	Table 6-1
	C
	
	DNA

	
	FIPS PUB 185, Escrowed Encryption
	
	2.6.1.3
	
	DNA
	
	DNA
	Table 6-1
	DNA
	
	DNA

	
	FIPS PUB 186-2, Digital Signature
	
	2.6.1.3
	6.4.2.3
	C
	5.12
	C
	Table 6-1
	C
	
	DNA

	
	FIPS PUB 196, Entity Authentication w/PKI
	2.6.1.3
	
	DNA
	
	DNA
	Table 6-1
	DNA
	 2.5.1
	GR

	
	ITU X.509, Directory Authentication
	
	2.6.1.3
	6.4.1.2
	C
	5.12
	C
	6.4.1.2
	C
	Table 2
	C

	
	KMP, Key Management Protocol
	
	2.6.1.3
	6.7.2
	C
	5.12
	V
	Table 6-1
	C
	2.5
	GR

	
	RFC 1510, Kerberos
	
	
	2.6.1.3
	6.4.1.3.2
	C
	
	
	Table 6-1
	C
	
	DNA

	
	GSS API, Generic Security Services API
	
	2.6.1.3
	
	DNA
	5.12
	C
	Table 6-1
	C
	
	DNA

	
	RFC 1938, One-Time Password
	
	2.6.1.3
	
	DNA
	
	DNA
	Table 6-1
	C
	
	DNA

	
	Secure Sockets Layer
	
	2.6.1.3
	6.4.1.1
	C
	
	DNA
	Table 6-1
	C
	 5.3.1
	GR

	
	MD4000501-1.52, FORTEZZA
	
	2.6.1.3
	6.4.2.5
	C
	
	DNA
	Table 6-1
	C
	
	DNA

	
	Message Security Protocol
	
	2.6.1.3
	3.4.1.1
	C
	
	DNA
	Table 6-1
	C
	
	DNA

	
	IEEE P1003.1e, POSIX Protection
	
	2.6.1.3
	DNA
	DNA
	5.5
	C
	Table 6-1
	C
	
	DNA

	
	IEEE P1003.2c, POSIX Shell and Utilities
	
	2.6.1.3
	2.5.7
	C
	5.5
	C
	Table 6-1
	C
	
	DNA

	Information Processing Security Standards
	FIPS PUB 112: 1985
	Password Security Standard
	host and user account protection
	2.6.2.1.2
	6.4.1.3.1
	C
	
	DNA
	6.2.1.2
	C
	
	DNA

	
	IETF-RFC-1510, The Kerberos Network Authentication Service, v 5.0, 10 Sept 1993.
	Authentication Security
	It provides a means of verifying the identities of a workstation user or a network server on an open (unprotected) network. 
	2.6.1.3
	6.4.1.3.2
	C
	5.12
	C
	6.2.1.2
	C
	
	DNA

	
	In work
	Encrypted Storage/Media Encryption
	NSA approved media encryption devices certified at or above the level of classification requiring protection for all non-volatile storage media
	2.6.2.1.3
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Network Standards
	
	
	
	
	
	
	
	
	
	
	

	
	Other standards shown: RFC 768, 793, etc.
	aleady covered above.
	2.7.3.5.1
	3.5.1
	C
	5.3
	C
	3.2.2.1
	C
	Table 1
	C

	Internet Protocol
	Internet Protocol IETF Std. 5 / RFC 791 / RFC / 950 / RFC 922 / RFC 792 / RFC 1112, RFC 1770 / RFC 2236,1981
	Connectionless data transport mechanism.  The ICMP provides error reporting, flow control, route redirecting.  The IGMP provides multicast extensions.
	The IP provides a connectionless data gram service, and the related protocols includes Internet Control Message Protocol (ICMP) and Internet  Group Management Protocol (IGMP). 
	2.7.3.5.2
	3.5.2
	C
	5.3
	C
	3.2.1.1.2.1.4
	C
	Table 1
	C

	Internet Protocol
	IETF RFC 2460-3
	IPv6 Support
	Support of IP addressing 6 fields to greatly expand Internet users
	DNA
	3.5.2
	V
	5.3
	C
	3.3.1
	C
	
	DNA

	Information Transfer Emerging Standards
	
	
	
	
	
	
	
	
	
	

	Internet Standards - IPV6
	IETF RFC 2374
	IPv6 Aggregatable Global Unicast Address Format
	2.7.4.1.1
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 2460, December 1998
	IPv6 Specification
	
	2.7.4.1.1
	3.4.1.11(V2)
	V
	5.3
	V
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 2464, December 1998
	Transmission of Ipv6 Packet Over Ethernet Networks
	2.7.4.1.1
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF, RFC-2136, April 1997 
	Dynamic Updates in the Domain Name System (DNS Update)
	2.7.4.1.1
	
	DNA
	
	DNA
	3.2.1.1.1.2.3
	C
	
	DNA

	
	IETF RFC 2251
	Lightweight Directory Access Protocol (LDAPv3), 
	2.7.4.1.1
	3.4.1.2.2 (V2)
	C
	5.3
	C
	3.3.1
	C
	
	C

	
	IETF, RFC-2002, IETF RFC 3344
	IP Mobility Support
	
	DNA
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	
	DNA

	Network and Systems Management Emerging
	
	
	
	
	
	
	
	
	
	

	Internet Standards
	IPV6
	Expanded addressing and routing capabilities
	Expanded addressing, authentication and privacy, auto configuration, and increased quality of service capabilities
	2.7.4.1.1
	3.4.1.11
	C
	5.3
	C
	3.3.1
	C
	
	C

	
	IETF RFC 2374, 2452, 2454, 2460-2464, 2466, 2472, 2492
	2.7.4.1.1
	3.4.1.11
	V
	5.3
	E
	3.3.1
	C
	
	V

	
	IETF, RFC-2136: 1997
	Updates in the Domain Name System (DNS Update)
	JTA Mandates this std
	2.7.4.1.1
	3.4.1.2.3
	V
	5.3
	C
	3.2.1.1.1.2.3
	C
	
	V

	
	IETF, RFC-2236: 1997
	Internet Group Management Protocol Version 2 (IGMPv2
	JTA Mandates this std
	2.7.4.1.1
	3.4.1.11
	V
	5.3
	C
	3.2.1.1.1.2.4
	C
	
	V

	
	IETF, RFC-2251
	Lightweight Directory Access Protocol (LDAPv3)
	2.7.4.1.1
	3.4.1.2.2 (V2)
	C
	5.3
	C
	3.3.1
	C
	
	C

	
	IETF, RFC-2002: 1996
	IP Mobility Support
	
	2.7.4.1.1
	3.4.1.11 (V2)
	V
	
	DNA
	3.3.1
	C
	
	V

	INFORMATION Modeling, 
	Metadata, and Information
	 Exchange Standards
	
	
	
	
	
	
	
	
	
	

	
	DDDS
	Defense Data Dictionary System
	Includes standard names and definitions for data entities and data elements (i.e., attributes)
	2.8.1.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	SIDR
	Secure Intelligence Data Repository
	Classified version of the DDDS
	2.8.1.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	DoD Directive (DoDD) 8320.1
	Data Administration
	Supports infomration exchange of foramtted messages
	2.8.2.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	IEEE 1320.1-1998
	Functional Modeling Language—Syntax and Semantics for IDEF0
	Activity Modeling
	2.8.2.1
	4.5.1
	C
	
	DNA
	4.2.1
	C
	
	C

	
	DoD Manual 8320.1-M-1: 1999
	DoD Data Standardization Procedures
	Data Modeling
	2.8.2.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	FIPS PUB 184, December 1993
	Definition For Information Modeling (IDEF1X)
	Data Modeling
	2.8.2.2
	4.5.2
	C
	
	DNA
	4.2.2
	C
	
	C

	
	ISO 8601, ANSI X3.30, and FIPS 4-1)
	DoD Date Standards
	Calendar Date
	2.8.2.4.1
	2..5.4.11
	C
	
	DNA
	4.2.5.1
	C
	
	C

	
	ISO 8601
	DoD Date Standards
	Ordinal Date
	2.8.2.4.1
	
	DNA
	
	DNA
	4.2.5.1
	C
	
	DNA

	
	No specific stds referenced
	Guidance
	Information Exchange Standards Applicability
	2.8.2.5.1
	4.8
	C
	
	
	
	DNA
	
	DNA

	
	SML/CORBA
	Metadata Interchange
	
	DNA
	4.8
	V
	5.8.4
	V
	4.3.3.1
	C
	4.3.2-3
	GR

	
	No specific stds referenced
	Guidance
	Tactical Information Exchange Standards
	2.8.2.5.2
	4.8.1
	V
	
	DNA
	F.GVS.2.4.2.1
	V
	
	DNA

	
	MIL-STD-6016B: 2002
	Tactical Digital Information Link (TADIL) J Message Standard
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	F.MS.2.4.2
	C
	
	DNA

	
	STANAG 5516: 1998
	Tactical Data Exchange – LINK 16
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	4.2.6.2.1
	V
	
	DNA

	
	VMF: 2002
	Variable Message Format Technical Interface Design Plan (Test Edition) Reissue
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	4.2.6.2.1
	C
	
	DNA

	
	
	Tactical Data Exchange – LINK 22 
	Utilizes “J” series messages and data elements, Link 22 uses an improved high frequency (HF) and ultra-high frequency (UHF) multimedia transmission scheme
	DNA
	4.8.1.1
	V
	
	DNA
	
	DNA
	
	DNA

	
	MIL-STD-6040: 2002
	United States Message Text Format (USMTF) Program
	Character-Based Formatted Messages
	2.8.2.5.3
	4.8.1.2
	C
	
	DNA
	4.2.6.2.2
	C
	
	DNA

	
	NTSDS Database Implementation, Version 1.2a : 1997
	Description & Core Schema Definition plus Supplemental Schema Definition, Version 1.1
	Target/Threat Data Interchange Standards
	2.8.2.5.4 
	C4ISR6.1.1
	C
	
	DNA
	E 2.4.1.1
	V
	
	DNA

	Emerging Modeling and Metadata Standards
	IEEE 1320.2-1998
	Conceptual Modeling Language-Syntax and Semantics for IDEF1X97 (IDEF object). 
	Supports Object Modeling  Manadated by JTA
	2.8.3.1
	4.5.1
	V
	
	DNA
	4.2.1
	C
	
	DNA

	
	Object Management Group (OMG)  UML Specification, Version 1.4, September 2001
	Unified Modeling Language
	Supports Object Modeling  Manadated by JTA
	2.8.3.1
	4.5.3
	V
	4.8.1
	C
	4.2.3
	C
	7.1
	GR

	
	XML XMI, Version 1.1, ad/99-10-22, 25 October 1999.
	Metadata Interchange 
	
	DNA
	4.5.3
	V
	5.8.4
	V
	4.3.3.1
	C
	D.1
	GR

	
	DoD 8320.1
	Data Definition
	Support both character-oriented and bit-oriented representation of the standard data and their domain values
	2.8.3.2
	4.7 (V2)
	C
	
	DNA
	4.2.5
	C
	
	DNA

	
	ISO/IEC 11179 Part 3: Oct 2001
	Basic attributes of data elements
	Standardization and registering of data elements to make data understandable and shareable
	DNA
	4.7 (V2)
	
	
	DNA
	
	DNA
	
	DNA

	
	STANAG 5522, September 1995
	Tactical Data Exchange – LINK 22 
	Fn emerging; JTA mandated
	2.8.3.3
	 4.8.1.1
	V
	
	DNA
	
	DNA
	
	DNA

	
	CCDF, Version 2.4, 4 June 2002
	Metadata sharing among intelligence processing systems 
	2.8.3.4
	C4ISRCRY5.1
	E
	
	DNA
	
	DNA
	
	E

	Notes to consider when reviewing this spreadsheet
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	Cross-reference legend
	E = Exceeds JTA

C = Complies w/ JTA

V = Variance / JTA

GR = General Reference,  DNA = Does not address (applies to JTA or FN reference)

V2 = JTA volume II shown after the section reference



	
	
	
	
	
	
	
	
	
	
	
	
	

	Note--GIG-ES references JTA for all stnadards as shown in the followoing wuote form GIG-ES ICD "To ensure system interoperability across the GIG and to support uninterrupted service, all transport capabilities shall be standards-based using DoD JTA"

	
	
	
	
	
	
	
	
	
	
	
	
	

	NOTE--ERTA is an architecture document that calls out general references and defers its comm stnadards and IA stds to GIG-ES 
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Appendix F – FORCEnet Comms and Net Profile

	Fn Service Category
	Standards
	Function of the Standards
	Services of the Standards
	Fn A&S Doc References 
	JTA 6.0 Mandated or Emerging
	Code
	OACE Reference
	Code
	JTA-Army 6.5
	Code
	C2 ERTA
	Code

	INFORMATION PROCESSING
	
	
	
	
	
	
	
	
	
	

	Software Engineering Services
	DoD Technical Reference Model Version 1.0
	Application Software Definition -COTS/GOTS Software
	Defines mission oriented and common support applications
	2.1.1.1
	
	DNA
	
	DNA
	2.2.1
	C
	
	DNA

	
	RAPIDS Ver 1.5
	Reusable Application Integration and Development Standards
	improve portability, reduce cost, and acceelerate deployment schedules
	2.1.1.1
	
	DNA
	
	DNA
	
	DNA
	3.1
	C

	
	IEEE 12207:1997
	Software Life Cycle Processes
	Provide guidance for Software Design
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	IEEE/EIA 12207.1-1997
	Software Life Cycle Data
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	IEEE/EIA 12207.2-1997
	Software Life Cycle Processes-Implementation Considerations
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	IEEE 828-1998
	Software Configuration Management Plans
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	IEEE 1028-1997
	Standard for Software Reviews
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	IEEE 1012-1998
	Standard for Software Verification and Validation
	2.1.1.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Programming Languages
	JAVA, C++
	Programming standards referenced in OACE
	DNA
	
	DNA
	5.14
	V
	
	DNA
	4.2
	GR

	User Interface Services
	C903,904,905, 507,M021: CDE 2.1/Motif 2.1 User's Guide, M027:  CDE 2.1/Motif 2.1 - Style Guide and Glossary,

M028:  CDE 2.1/Motif 2.1 - Style Guide Certification Check List, M029:  CDE 2.1/Motif Style Guide Reference
	Common set of desk top applications using Motif 
	Provides a set of desktop application and management capabilities for use w/portable operating systems interface.
	2.1.1.2.2
	 2.5.2.1
	E
	
	DNA
	2.2.2.1.2
	C
	
	DNA

	User Interface Services WIN32
	WIN32 APIs, MS Platform.
	Windows Application Programming Interface (API) providing building blocks used by applications written for MS WIN
	Gives applications access to the computer resources; features of the operating system, such as memory, file systems, devices, processes, and threads. 
	2.1.1.2.2
	2.5.2.2
	C
	
	DNA
	2.2.2.1.2
	C
	
	DNA

	Data Management Services
	ISO/IEC 9075 (1-5, 10): 1999 Note--OACE lists several additional SQL STDS
	SQL Data Base Management Standards---Sharing of data between applications; application clients and database Servers.
	Supports independent management of data shared by multiple applications.
	2.1.1.2.4
	 2.5.3
	V
	5.10
	V
	G.2.2.1.5
	C
	D.1
	GR

	
	ISO/IEC 9075-3: 1995 Information Technology - Database Languages.
	 Information Technology - Database Languages
	Supports exchange of data between applications, and to/from external environment.
	2.1.1.2.4
	 2.5.3
	C
	5.10
	C
	 2.5.3
	C
	D.1
	GR

	
	ISO/IEC 13249-3-1999
	Management of Multimedia
	Support SQL Multimedia and application packages
	2.1.1.2.4
	
	DNA
	5.10
	C
	2.3.2.2
	C
	
	DNA

	
	ISO/IEC 9579: 2000
	Remote Data Access for SQL
	Enables client access to database servers
	2.1.1.2.4
	
	DNA
	5.10
	C
	2.3.2.2
	C
	
	DNA

	
	ODMG 3.0
	Manage object-oriented databases
	storing objects in as DBMS consistent with ODMG model
	2.1.1.2.4
	C C4ISR.SR 2.2
	C
	
	DNA
	2.3.2.2
	C
	D.1
	GR

	
	JDO 1.0:3/25/2002
	Java Data Objects
	Java object persistence to Object-Oriented or Object/Relational Data Stores
	DNA
	
	DNA
	5.10
	
	
	DNA
	
	DNA

	
	Collaboration at Sea (CAS)
	Data Replication
	In work
	2.1.1.2.5
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Data Interchange Services
	ISO 8879
	Document interchange for SGML docs
	Electronic dissemination for viewing in multiple formats
	2.1.1.2.7
	
	DNA
	
	DNA
	2.2.2.1.4.1
	C
	
	DNA

	
	ISO / IEC 8879:1986 Information Processing, HTML 4.01 Specifications 24 Dec, 1999, REC HTML 401-1999 1224
	web initerchange of hypertest documents
	formatting web documents
	2.1.1.2.7
	2.5.4.1
	C
	
	DNA
	2.2.2.1.4.1
	C
	4.3.2.3
	GR

	
	XML 1.0, W3C
	Designing text formats
	Interpretation and display of XML data in a variety of applications
	2.1.1.2.7
	 2.5.4.1
	C
	5.8.4
	C
	 2.5.4.1
	C
	4.3.2.3
	GR

	
	Resource Description Format (RDF) , REC-rdf-syntax-19990222, W3C 1999 
	Defines a mechanism for describing resources
	Model for representing named properties (attributes of resources), property values, and relationships between properties
	2.1..1.2.7
	2.5.4.1
	C
	
	DNA
	
	DNA
	
	DNA

	Graphics Data Interchange
	JPEG File Interchange Format, v 1.02
	Describes several alternative algorithms for the representation and compression of raster images.
	It is a character encoding system for creating software applications that work in any language
	2.1.1.2.8
	2.5.4.3
	C
	
	DNA
	2.2.2.1.4.2
	C
	4.3.3
	GR

	
	IETF RFC 2083, Portable Network Graphic Specification, v 1.0, January 1997.
	The PNG format provides a portable, legally unencumbered, well- compressed, well-specified standard for loss less bitmapped image files.
	Storage and transmission of animated graphics and complex still images
	2.1.1.2.8
	2.5.4.3E
	C
	
	DNA
	2.2.2.1.4.2
	C
	
	DNA

	
	Graphics Interchange Format (GIF) Ver 89a
	Defacto standard for exchanging graphics and images over an internet
	For the lossless interchange of raster images that have no geospatial context
	2.1.1.2.8
	2.5.4.3
	C
	
	DNA
	2.2.2.1.4.2
	C
	
	DNA

	Geospatial Data Interchange
	MIL STD 2411, 1994
	Raster product format
	Interchange of raster-formatted digital geospatial data among DoD Components
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	MIL STD 2407,1996
	Vector product format
	Interchange of vector-formatted digital geospatial data among DoD Components
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	MIL STD 2401, 1994, World Geodetic system
	Conventional Terrestial Reference System
	Support systems generating maps
	2.1.1.2.9
	2.5.4.4.1
	V
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	FIPS Pub  10-4, thru 2001
	Geopolitical entities list
	Interchange of geospatial information requiring the use of country codes
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	Still Imagery Data Interhcange
	Mil STD 2500B, MIL STD 188-196&199,ISO/IEC 8632:1999,ISO/IEC 10918-1:1994, STANAG 4545
	Exchange, storage, and transmission of digital-imagery 
	Imagery product dissemination
	2.1.1.2.10
	 2.5.4.5
	V
	
	DNA
	2.2.2.1.4.4
	C
	
	DNA

	Motion Imagery Data Interchange
	Motion Imagery Standards Profile, Nov 2001
	Streaming Video
	Support real-time video interchange
	2.1.1.2.11
	2.5.4.6
	V
	
	DNA
	2.2.2.1.4.7
	C
	
	DNA

	Digital Audio
	ISO/IEC 11172-3:1993, Information Technology,
	Audio for digital storage
	Promote effective audio data sharing between intelligence systems in the FORCEnet domain
	2.1.1.2.12
	2.5.4.6.3
	V
	
	DNA
	2.2.2.1.4.7
	C
	
	DNA

	Data Formats
	
	
	
	
	
	
	
	
	
	
	
	

	Signal Related Information
	USIDD 126
	Data format for signal related infomration
	Exchange of collected signals data and SRI between processing subsystems
	2.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Data Interchange Storage Media
	ISO 9660:1988
	Volume and File structure of CD-ROM for information interchange
	Guidance in the use of Compact Disc-Read Only Memory (CD-ROM) technology
	2.2.1.3
	 2.5.4.8
	C
	
	DNA
	2.2.2.1.4.8
	C
	
	DNA

	Atmospheric and Oceanographic Data Interchange
	FM-92-X ext. GRIB WMO No. 306
	Weather Product Information
	Exchange of Weather Product Messages in Gridded Binary 
	2.2.1.4
	2.5.4.4
	C
	
	DNA
	2.2.2.1.4.9
	C
	
	DNA

	
	FM-94-X ext. BUFR WMO No. 306
	Binary Universal Format for Representation 
	Interchange of atmospheric and oceanographic data
	2.2.1.4
	2.5.4.4
	C
	
	DNA
	2.2.2.1.4.9
	C
	
	DNA

	Time of Day Interchange
	ITU-R  TF 460-5
	Coordinated Universal Time 
	Time-of-day information exchanged among DoD systems
	2.2.1.5
	2.5.4.9
	C
	
	DNA
	2.2.2.1.4.12
	C
	
	DNA

	Dissemination Reports
	USIDD 126, 205, 300,301,341,350,351,369,504, MIL-STD 6061A, STANAG 5516,MIL-STD 6040,
	Dissemating C4ISR formatted reports
	Support tactical data exchange
	2.1.1.6
	4.8.1.1
	V
	
	DNA
	4.2.6.2.2
	V
	
	DNA

	
	ANSI/IEEE  754-1985
	Bianry Floating Data Interchange
	Processing binary floating-point numbers
	2.1.1.6
	4.8.1.3
	C
	
	DNA
	
	DNA
	
	DNA

	Graphic Services
	ANSI/ISO/IEC 9636-1,2,3,4,5,6:1991; OpenGL Graphics System (4-99)
	Define Graphics Specification
	Support the creation and manipulation of graphics
	2.1.1.7
	2.5.5
	C
	
	DNA
	2.2.2.1.5
	C
	
	DNA

	Communication Services
	None listed
	
	Support distributed applications that require data access and applications interoperability in a networked environment
	2.1.1.8
	
	DNA
	
	
	
	DNA
	
	DNA

	Operating System Services
	ISO/IEC 9945, IEEE 1003 (2d), ISO/IEC 14519, ISO/IEC 1003.13
	POSIX Requirements
	Operate and administer a computer platform and to support the operation of application software
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	
	DNA

	
	ISO/IEC 9945-1:1996
	 Part 1: System Application Program Interface (API) [C language] 
	Mandated Services, Real-time optional services,& Thread Optional Services
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	
	DNA

	
	IEEE 1003.2d:1994
	Part 2: Shell and Utilities – Amendment: Batch Environment
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	
	DNA

	
	ISO/IEC 14519:1999
	POSIX Ada Language Interfaces 
	Binding for System Application Program Interface (API) – Real-time Extensions (Incorporates IEEE 1003.5b:1996 and IEEE 1003.5g:1999)
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	
	DNA

	
	IEEE 1003.13-1998
	Standardization Applications Environment Profile
	POSIX Real-time Application Support
	2.1.1.9
	2.5.7
	C
	5.5
	V
	2.2.2.1.7
	C
	
	DNA

	
	LINUX Standard base specification
	LINUX Applications
	Not addressed in Fn but in JTA
	DNA
	2.5.7
	V
	
	DNA
	
	DNA
	
	DNA

	Internationalization
	ISO/IEC 8859-1:1998, ISO/IEC 10646-1:2000
	Character set coding standards
	Define, select and change between different culturally related application environments 
	2.1.1.10
	2.5.8
	C
	
	DNA
	2.2.2.1.8
	C
	
	DNA

	Distrbiuted Computing Services
	C310, Xopen DCE, C705, DCE 1.1, C706, DCE 1.1, OSF-DCE 
	2.2.1.12
	6.4.1.3.2
	E
	
	DNA
	2.2.2.2.4.1
	C
	
	DNA

	
	OMG 99-10-07, 2000-06-19, 15, 26-29,12,98-06-01, 97-09-06, /97-09-07
	Common Object Request Broker: Architecture & Specification (note--JTA shows as no stds emerging)
	Define interfaces and semantics for services required to support distributed objects, such as naming, security, transactions and events
	2.2.1.12.2
	6.4.1.7
	V
	5.8.4
	V
	2.2.2.1.11
	C
	4.3.2.7
	GR

	CORBA
	formal 02-06-33, 02-08-02
	OVER 30 CORBA Standards listed in OACE
	NEEDS REVIEW TO SEE WHAT CORBA SERVICES SHOULD BE IN Fn
	2.2.1.12.2
	6.4.1.7
	V
	5.8.4
	V
	2.2.2.2.4.2
	V
	4.3.2.7
	GR

	
	1.0:3/25/2002
	JAVA DATA OBJECTS
	DNA
	
	
	5.1
	V
	
	DNA
	
	DNA

	
	DCOM
	Distributed computing for microsoft applications
	DNA
	
	
	4.8.5
	V
	
	DNA
	
	DNA

	Emerging Standards
	
	
	2.4.6
	
	
	
	
	
	
	
	

	Data Management Services
	ANSISO/IEC 9075-1 thru 5:1999--Note OACE shows these as mandatory
	 Information Technology - Database Languages
	Supports exchange of data between applications, and to/from external environment.
	2.1.1.2.4
	2.5.3(V2)
	V
	5.1
	v
	2.2.3.2
	C
	
	DNA

	Web Services 
	XHTML 1.0, W3C 26 January 2000
	Extensible HyperText Markup Language
	Reformulates HTML as an XML application
	2.4.6.2.1
	2.5.4.1 (V2)
	C
	
	DNA
	2.3.2.1.1.7
	
	
	DNA

	
	Xforms 1.0
	Document Interchange
	Associates the capabilities of XML and the ease of HTML for a wide range of devices
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	
	DNA
	2.3.2.1.1.7
	C
	
	DNA

	
	RDF W3C, 22 February 1999
	Resource Description Framework Model and Syntax Specification
	Foundation for processing Web-based metadata
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	
	DNA
	
	DNA
	
	DNA

	
	RDF W3C, 27 March 2000
	Resource Description Framework Schema Specification
	Provides a machine-understandable system for defining “schemas” for descriptive vocabularies 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	
	
	
	DNA
	
	DNA

	
	XSL, Version 1.0, W3C, 15 Oct 2001 
	Xstensible stylesheet langauge
	Formatting highly structured information such as XML-structured data or XML documents 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	C
	
	DNA
	4.2.8
	C
	
	DNA

	
	XSLT, W3C 24 August 2001
	XML Stylesheet Language Transformations 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	4.2.8
	C
	4.3.2.3
	GR

	
	 (XPATH), Version 1.0, W3C Recommendation, 16 November 1999
	XML Path Language
	XPath is a language for addressing parts of an XML document, designed to be used by XSLT
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.3
	GR

	
	XML-Signature Syntax and Processing, W3C Recommendation, 12 February 2002.


	Applies an XML-encoded digital signature within an XML document
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.3
	GR

	
	XPOINTER, Version 1.0 W3C
	XML Pointer Language 
	fragment identifier for any URI reference 
	2.4.6.2.1
	
	DNA
	
	DNA
	
	DNA
	4.3.2.3
	GR

	
	XQuery 1.0, W3C 15 November 2002
	 An XML Query Language
	Extract data from collections of XML documents 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.3
	GR

	
	WSDL Version 1.1, W3C 15 March 2001
	Web Services Description Language 
	Defines the XML grammar needed for network services for distributed systems 
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.5
	GR

	
	SOAP Version 1.1, W3C, 08 May 2000
	Simple Object Access Protocol 
	lightweight XML protocol used for exchanging information in a decentralized, distributed environment
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.4
	GR

	
	UDDI Version 3.0, 19 July 2002
	Publishing and discovery of Web services
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	4.3.2.6
	GR

	
	CSS Level 1 (CSS1), W3C, 17 December 1996.
	Cascading Style Sheets 
	formatting documents
	2.4.6.2.1
	V 2.5.4.1 (V2)
	
	
	DNA
	
	DNA
	
	DNA

	
	 WSRP v1.0,  OASIS, Aug 2003 
	Web services for remote portals
	2.4.6.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Imagery Data
	ISO/IEC 14772-1:1998
	Virtual Reality Markup Language
	Capabilities for 3-D representation of data
	2.4.6.2.2
	2.5.4.3 (V2)
	C
	
	DNA
	2.3.2.1.1.2
	C
	
	DNA

	
	DIGEST: Edition 2.0, June 1997
	Digital Geographic Information Exchange Standard 
	Support the transfer of DGI between GISs in DoD, U.S., NATO
	2.4.6.2.3
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	ISO/IEC 12087-5:1998, • ISO/IEC 15444-1: 2000, JPEG 2000 
	Still-Imagery Data Interchange
	Foundation for interoperability in the interchange of imagery and imagery-related data among applications
	2.4.6.2.4
	2.5.4.5 (V2)
	C
	
	DNA
	2.3.2.1.1.4
	V
	4.3.3
	GR

	
	ATSC A/52 (Audio), Dolby Digital AC3 
	Video Imagery
	Emerging Standards, Profiles, and Recommended Practices for Video Imagery applications
	2.4.6.2.5
	
	DNA
	
	DNA
	F.3.5.2.2
	V
	4.3.3
	GR

	
	DoD Guide to Selecting Multimedia Stds, Technologies, etc. 15 February 1998
	Multimedia Data Interchange
	Defines emerging standards for DoD systems employing Multimedia
	2.4.6.2.7
	2.5.4.10 (V2)
	V
	
	DNA
	
	DNA
	
	DNA

	
	
	Signal Descriptor File
	Not addressed in Fn or JTA
	2.4.6.2.8
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Operating System Services
	P1003.1a, IEEE1003.1d, • IEEE 1003.1j,• P1003.1m, • P1003.1q, • P1003.5g/D1.0, • P1003.13a/D1,• P1003.21, • C808 Networking Services (XNS)
	Emerging POSIX Requirements
	2.4.6.3.1
	2.5.7 (V2)
	V
	5.5
	V
	2.2.2.1.7
	V
	
	DNA

	
	Java Virtual Machine (JVM) 
	Support applications executed through a Web browser or to support development of portable applications
	2.4.6.3.2
	
	DNA
	
	DNA
	2.3.2.3
	C
	
	DNA

	
	ISO/IEC ISP 15287-2:2000, ISO/IEC 9945-1 
	Real Time Operating Systems
	Satisfy a wide range of real-time system

requirements based upon the application platform’s size and function.
	DNA
	2.5.7 (V2)
	V
	
	DNA
	2.2.2.1.7
	V
	
	DNA

	
	MPI/RT Version 1.0
	Real-Time Communications Services
	2.4.6.3.4
	
	DNA
	5.8.4
	V
	
	DNA
	
	DNA

	
	CORBA, OMA
	Fn DNA
	Distributed-Computing Services & Distributed Object Computing
	2.4.6.4
	2.5.11 (V2)
	V
	5.8.4
	V
	2.2.2.1.11
	C
	4.3.2.7
	GR

	Support Application Services
	DoD-5015.2-STD 1997 note JTA lists 2002 version
	Electronic Records Management Software Applications
	Baseline set of requirements for Records Management Application (RMA) software
	2.4.6.5.1
	2.5.12.1 (V2)
	C
	
	DNA
	2.3.1.1.2
	C
	
	DNA

	
	IEEE 1484.1, .2, .11,.12, AICC AGR 006 CMI, V2.0, 1998 
	Learning technology
	Provide for an integrated environment for education, training, and decision support
	2.4.6.5.2
	2.5.12.2 (v2)
	C
	
	DNA
	2.3.1.1.1
	C
	
	DNA

	INFORMATION ASSURANCE
	Overall Exceeds JTA 6.0
	2.6
	
	
	
	
	
	
	
	

	Overall Guidance
	CJCSI 6510.01C
	IA Implementation
	
	2.6.1
	6.1
	C
	
	dna
	
	DNA
	2.5
	GR

	
	DoD CIO

Guidance and Policy Memorandum No. 6-8510-
	DoD Global Information Grid Information Assurance.
	"Defense in Depth"--NOTE OACE REFERS TO OVERALL GUIDANCE OF DoD 8510 FOR A NUMBER OF ITS STANDARDS
	2.6.1.1
	6.3
	C
	4.12.1
	C
	
	DNA
	2.5
	C

	Common Criteria
	ISO / IEC 15408 - 1999
	Standardized methodology for testing IA Products
	Information technology Security Techniques Evaluation Criteria For IT security.
	2.6.1.2
	6.8.1
	C
	5.12
	C
	6.2.1
	C
	
	DNA

	
	EAL Levels
	Product Evaluation based on secuirty requirement
	2.6.1.2
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	OSI model Mapping (application layer)
	FIPS PUB 112, Password Usage
	Password Usage
	JTA Does not provide mapping in this fashion
	2.6.1.3
	
	DNA
	
	DNA
	6.2.1.2
	C
	
	DNA

	
	FIPS PUB 140-2
	Cryptographic APIs
	
	2.6.1.3
	 6.4.2.7
	C
	5.12
	C
	
	DNA
	
	DNA

	
	FIPS PUB 180-1
	Secure Hash
	
	2.6.1.3
	6.4.2.2
	C
	5.12
	C
	6.3.1.3
	C
	
	DNA

	
	FIPS PUB 185
	Escrowed Encryption
	
	2.6.1.3
	
	DNA
	
	DNA
	6.3.1.3
	C
	
	DNA

	
	FIPS PUB 186-2
	Digital Signature
	
	2.6.1.3
	6.4.2.3
	C
	5.12
	C
	6.3.1.3
	C
	
	DNA

	
	FIPS PUB 196
	Entity Authentication w/PKI
	2.6.1.3
	
	DNA
	
	DNA
	6.3.2.6.3
	C
	Table 2
	GR

	
	ITU X.509
	Directory Authentication
	2.6.1.3
	6.4.1.2
	C
	5.12
	C
	6.3.2.6.1
	C
	Table 2
	C

	
	KMP, 
	Key Management Protocol
	2.6.1.3
	6.7.2
	C
	
	DNA
	Table 6-1
	C
	2.5
	GR

	
	RFC 1510, Kerberos
	
	
	2.6.1.3
	6.4.1.3.2
	C
	5.12
	C
	Table 6-1
	C
	
	DNA

	
	GSS API
	Generic Security Services API
	2.6.1.3
	
	DNA
	5.12
	C
	Table 6-1
	C
	
	DNA

	
	RFC 1938
	One-Time Password
	
	2.6.1.3
	
	DNA
	
	DNA
	Table 6-1
	C
	
	DNA

	
	Secure Sockets Layer
	
	2.6.1.3
	6.4.1.1
	C
	
	DNA
	Table 6-1
	C
	5.3.1
	GR

	OSI model Mapping (presentation and session layer)
	FIPS PUB 180-1, Secure Hash
	
	2.6.1.3
	6.4.2.1
	C
	5.12
	C
	Table 6-1
	C
	
	DNA

	
	FIPS PUB 185, Escrowed Encryption
	
	2.6.1.3
	
	DNA
	
	DNA
	Table 6-1
	DNA
	
	DNA

	
	FIPS PUB 186-2, Digital Signature
	
	2.6.1.3
	6.4.2.3
	C
	5.12
	C
	Table 6-1
	C
	
	DNA

	
	FIPS PUB 196, Entity Authentication w/PKI
	2.6.1.3
	
	DNA
	
	DNA
	Table 6-1
	DNA
	 2.5.1
	GR

	
	ITU X.509, Directory Authentication
	
	2.6.1.3
	6.4.1.2
	C
	5.12
	C
	6.4.1.2
	C
	Table 2
	C

	
	KMP, Key Management Protocol
	
	2.6.1.3
	6.7.2
	C
	5.12
	V
	Table 6-1
	C
	2.5
	GR

	
	RFC 1510, Kerberos
	
	
	2.6.1.3
	6.4.1.3.2
	C
	
	
	Table 6-1
	C
	
	DNA

	
	GSS API, Generic Security Services API
	
	2.6.1.3
	
	DNA
	5.12
	C
	Table 6-1
	C
	
	DNA

	
	RFC 1938, One-Time Password
	
	2.6.1.3
	
	DNA
	
	DNA
	Table 6-1
	C
	
	DNA

	
	Secure Sockets Layer
	
	2.6.1.3
	6.4.1.1
	C
	
	DNA
	Table 6-1
	C
	 5.3.1
	GR

	
	MD4000501-1.52, FORTEZZA
	
	2.6.1.3
	6.4.2.5
	C
	
	DNA
	Table 6-1
	C
	
	DNA

	
	Message Security Protocol
	
	2.6.1.3
	3.4.1.1
	C
	
	DNA
	Table 6-1
	C
	
	DNA

	
	IEEE P1003.1e, POSIX Protection
	
	2.6.1.3
	DNA
	DNA
	5.5
	C
	Table 6-1
	C
	
	DNA

	
	IEEE P1003.2c, POSIX Shell and Utilities
	
	2.6.1.3
	2.5.7
	C
	5.5
	C
	Table 6-1
	C
	
	DNA

	Information Processing Security Standards
	FIPS PUB 112: 1985
	Password Security Standard
	host and user account protection
	2.6.2.1.2
	6.4.1.3.1
	C
	
	DNA
	6.2.1.2
	C
	
	DNA

	
	IETF-RFC-1510, The Kerberos Network Authentication Service, v 5.0, 10 Sept 1993.
	Authentication Security
	It provides a means of verifying the identities of a workstation user or a network server on an open (unprotected) network. 
	2.6.1.3
	6.4.1.3.2
	C
	5.12
	C
	6.2.1.2
	C
	
	DNA

	
	In work
	Encrypted Storage/Media Encryption
	NSA approved media encryption devices certified at or above the level of classification requiring protection for all non-volatile storage media
	2.6.2.1.3
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Network Standards
	
	
	
	
	
	
	
	
	
	
	

	
	Other standards shown: RFC 768, 793, etc.
	aleady covered above.
	2.7.3.5.1
	3.5.1
	C
	5.3
	C
	3.2.2.1
	C
	Table 1
	C

	Internet Protocol
	Internet Protocol IETF Std. 5 / RFC 791 / RFC / 950 / RFC 922 / RFC 792 / RFC 1112, RFC 1770 / RFC 2236,1981
	Connectionless data transport mechanism.  The ICMP provides error reporting, flow control, route redirecting.  The IGMP provides multicast extensions.
	The IP provides a connectionless data gram service, and the related protocols includes Internet Control Message Protocol (ICMP) and Internet  Group Management Protocol (IGMP). 
	2.7.3.5.2
	3.5.2
	C
	5.3
	C
	3.2.1.1.2.1.4
	C
	Table 1
	C

	Internet Protocol
	IETF RFC 2460-3
	IPv6 Support
	Support of IP addressing 6 fields to greatly expand Internet users
	DNA
	3.5.2
	V
	5.3
	C
	3.3.1
	C
	
	DNA

	Information Transfer Emerging Standards
	
	
	
	
	
	
	
	
	
	

	Internet Standards - IPV6
	IETF RFC 2374
	IPv6 Aggregatable Global Unicast Address Format
	2.7.4.1.1
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 2460, December 1998
	IPv6 Specification
	
	2.7.4.1.1
	3.4.1.11(V2)
	V
	5.3
	V
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 2464, December 1998
	Transmission of Ipv6 Packet Over Ethernet Networks
	2.7.4.1.1
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF, RFC-2136, April 1997 
	Dynamic Updates in the Domain Name System (DNS Update)
	2.7.4.1.1
	
	DNA
	
	DNA
	3.2.1.1.1.2.3
	C
	
	DNA

	
	IETF RFC 2251
	Lightweight Directory Access Protocol (LDAPv3), 
	2.7.4.1.1
	3.4.1.2.2 (V2)
	C
	5.3
	C
	3.3.1
	C
	
	C

	
	IETF, RFC-2002, IETF RFC 3344
	IP Mobility Support
	
	DNA
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	
	DNA

	Network and Systems Management Emerging
	
	
	
	
	
	
	
	
	
	

	Internet Standards
	IPV6
	Expanded addressing and routing capabilities
	Expanded addressing, authentication and privacy, auto configuration, and increased quality of service capabilities
	2.7.4.1.1
	3.4.1.11
	C
	5.3
	C
	3.3.1
	C
	
	C

	
	IETF RFC 2374, 2452, 2454, 2460-2464, 2466, 2472, 2492
	2.7.4.1.1
	3.4.1.11
	V
	5.3
	E
	3.3.1
	C
	
	V

	
	IETF, RFC-2136: 1997
	Updates in the Domain Name System (DNS Update)
	JTA Mandates this std
	2.7.4.1.1
	3.4.1.2.3
	V
	5.3
	C
	3.2.1.1.1.2.3
	C
	
	V

	
	IETF, RFC-2236: 1997
	Internet Group Management Protocol Version 2 (IGMPv2
	JTA Mandates this std
	2.7.4.1.1
	3.4.1.11
	V
	5.3
	C
	3.2.1.1.1.2.4
	C
	
	V

	
	IETF, RFC-2251
	Lightweight Directory Access Protocol (LDAPv3)
	2.7.4.1.1
	3.4.1.2.2 (V2)
	C
	5.3
	C
	3.3.1
	C
	
	C

	
	IETF, RFC-2002: 1996
	IP Mobility Support
	
	2.7.4.1.1
	3.4.1.11 (V2)
	V
	
	DNA
	3.3.1
	C
	
	V

	INFORMATION Modeling, 
	Metadata, and Information
	 Exchange Standards
	
	
	
	
	
	
	
	
	
	

	
	DDDS
	Defense Data Dictionary System
	Includes standard names and definitions for data entities and data elements (i.e., attributes)
	2.8.1.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	SIDR
	Secure Intelligence Data Repository
	Classified version of the DDDS
	2.8.1.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	DoD Directive (DoDD) 8320.1
	Data Administration
	Supports infomration exchange of foramtted messages
	2.8.2.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	IEEE 1320.1-1998
	Functional Modeling Language—Syntax and Semantics for IDEF0
	Activity Modeling
	2.8.2.1
	4.5.1
	C
	
	DNA
	4.2.1
	C
	
	C

	
	DoD Manual 8320.1-M-1: 1999
	DoD Data Standardization Procedures
	Data Modeling
	2.8.2.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	FIPS PUB 184, December 1993
	Definition For Information Modeling (IDEF1X)
	Data Modeling
	2.8.2.2
	4.5.2
	C
	
	DNA
	4.2.2
	C
	
	C

	
	ISO 8601, ANSI X3.30, and FIPS 4-1)
	DoD Date Standards
	Calendar Date
	2.8.2.4.1
	2..5.4.11
	C
	
	DNA
	4.2.5.1
	C
	
	C

	
	ISO 8601
	DoD Date Standards
	Ordinal Date
	2.8.2.4.1
	
	DNA
	
	DNA
	4.2.5.1
	C
	
	DNA

	
	No specific stds referenced
	Guidance
	Information Exchange Standards Applicability
	2.8.2.5.1
	4.8
	C
	
	
	
	DNA
	
	DNA

	
	SML/CORBA
	Metadata Interchange
	
	DNA
	4.8
	V
	5.8.4
	V
	4.3.3.1
	C
	4.3.2-3
	GR

	
	No specific stds referenced
	Guidance
	Tactical Information Exchange Standards
	2.8.2.5.2
	4.8.1
	V
	
	DNA
	F.GVS.2.4.2.1
	V
	
	DNA

	
	MIL-STD-6016B: 2002
	Tactical Digital Information Link (TADIL) J Message Standard
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	F.MS.2.4.2
	C
	
	DNA

	
	STANAG 5516: 1998
	Tactical Data Exchange – LINK 16
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	4.2.6.2.1
	V
	
	DNA

	
	VMF: 2002
	Variable Message Format Technical Interface Design Plan (Test Edition) Reissue
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	4.2.6.2.1
	C
	
	DNA

	
	
	Tactical Data Exchange – LINK 22 
	Utilizes “J” series messages and data elements, Link 22 uses an improved high frequency (HF) and ultra-high frequency (UHF) multimedia transmission scheme
	DNA
	4.8.1.1
	V
	
	DNA
	
	DNA
	
	DNA

	
	MIL-STD-6040: 2002
	United States Message Text Format (USMTF) Program
	Character-Based Formatted Messages
	2.8.2.5.3
	4.8.1.2
	C
	
	DNA
	4.2.6.2.2
	C
	
	DNA

	
	NTSDS Database Implementation, Version 1.2a : 1997
	Description & Core Schema Definition plus Supplemental Schema Definition, Version 1.1
	Target/Threat Data Interchange Standards
	2.8.2.5.4 
	C4ISR6.1.1
	C
	
	DNA
	E 2.4.1.1
	V
	
	DNA

	Emerging Modeling and Metadata Standards
	IEEE 1320.2-1998
	Conceptual Modeling Language-Syntax and Semantics for IDEF1X97 (IDEF object). 
	Supports Object Modeling  Manadated by JTA
	2.8.3.1
	4.5.1
	V
	
	DNA
	4.2.1
	C
	
	DNA

	
	Object Management Group (OMG)  UML Specification, Version 1.4, September 2001
	Unified Modeling Language
	Supports Object Modeling  Manadated by JTA
	2.8.3.1
	4.5.3
	V
	4.8.1
	C
	4.2.3
	C
	7.1
	GR

	
	XML XMI, Version 1.1, ad/99-10-22, 25 October 1999.
	Metadata Interchange 
	
	DNA
	4.5.3
	V
	5.8.4
	V
	4.3.3.1
	C
	D.1
	GR

	
	DoD 8320.1
	Data Definition
	Support both character-oriented and bit-oriented representation of the standard data and their domain values
	2.8.3.2
	4.7 (V2)
	C
	
	DNA
	4.2.5
	C
	
	DNA

	
	ISO/IEC 11179 Part 3: Oct 2001
	Basic attributes of data elements
	Standardization and registering of data elements to make data understandable and shareable
	DNA
	4.7 (V2)
	
	
	DNA
	
	DNA
	
	DNA

	
	STANAG 5522, September 1995
	Tactical Data Exchange – LINK 22 
	Fn emerging; JTA mandated
	2.8.3.3
	 4.8.1.1
	V
	
	DNA
	
	DNA
	
	DNA

	
	CCDF, Version 2.4, 4 June 2002
	Metadata sharing among intelligence processing systems 
	2.8.3.4
	C4ISRCRY5.1
	E
	
	DNA
	
	DNA
	
	E

	Notes to consider when reviewing this spreadsheet
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	Cross-reference legend
	E = Exceeds JTA

C = Complies w/ JTA

V = Variance / JTA

GR = General Reference,  DNA = Does not address (applies to JTA or FN reference)

V2 = JTA volume II shown after the section reference



	
	
	
	
	
	
	
	
	
	
	
	
	

	Note--GIG-ES references JTA for all stnadards as shown in the followoing wuote form GIG-ES ICD "To ensure system interoperability across the GIG and to support uninterrupted service, all transport capabilities shall be standards-based using DoD JTA"

	
	
	
	
	
	
	
	
	
	
	
	
	

	NOTE--ERTA is an architecture document that calls out general references and defers its comm stnadards and IA stds to GIG-ES 
	
	
	
	


Appendix G – Allied and Interoperability Compliance Profile

	Fn Service Category
	Standards
	Function of the Standards
	Services of the Standards
	Fn A&S Doc References 
	JTA 6.0 Mandated or Emerging
	Code
	OACE Reference
	Code
	JTA-Army 6.5
	Code
	C2 ERTA
	Code

	INFORMATION PROCESSING
	
	
	
	
	
	
	
	
	
	
	

	
	Collaboration at Sea (CAS)
	Data Replication
	In work
	2.1.1.2.5
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Data Interchange Services
	ISO 8879
	Document interchange for SGML docs
	Electronic dissemination for viewing in multiple formats
	2.1.1.2.7
	
	DNA
	
	DNA
	2.2.2.1.4.1
	C
	
	DNA

	
	ISO / IEC 8879:1986 Information Processing, HTML 4.01 Specifications 24 Dec, 1999, REC HTML 401-1999 1224
	web initerchange of hypertest documents
	formatting web documents
	2.1.1.2.7
	2.5.4.1
	C
	
	DNA
	2.2.2.1.4.1
	C
	4.3.2.3
	GR

	
	XML 1.0, W3C
	Designing text formats
	Interpretation and display of XML data in a variety of applications
	2.1.1.2.7
	 2.5.4.1
	C
	5.8.4
	C
	 2.5.4.1
	C
	4.3.2.3
	GR

	
	Resource Description Format (RDF) , REC-rdf-syntax-19990222, W3C 1999 
	Defines a mechanism for describing resources
	Model for representing named properties (attributes of resources), property values, and relationships between properties
	2.1..1.2.7
	2.5.4.1
	C
	
	DNA
	
	DNA
	
	DNA

	Graphics Data Interchange
	JPEG File Interchange Format, v 1.02
	Describes several alternative algorithms for the representation and compression of raster images.
	It is a character encoding system for creating software applications that work in any language
	2.1.1.2.8
	2.5.4.3
	C
	
	DNA
	2.2.2.1.4.2
	C
	4.3.3
	GR

	
	IETF RFC 2083, Portable Network Graphic Specification, v 1.0, January 1997.
	The PNG format provides a portable, legally unencumbered, well- compressed, well-specified standard for loss less bitmapped image files.
	Storage and transmission of animated graphics and complex still images
	2.1.1.2.8
	2.5.4.3E
	C
	
	DNA
	2.2.2.1.4.2
	C
	
	DNA

	
	Graphics Interchange Format (GIF) Ver 89a
	Defacto standard for exchanging graphics and images over an internet
	For the lossless interchange of raster images that have no geospatial context
	2.1.1.2.8
	2.5.4.3
	C
	
	DNA
	2.2.2.1.4.2
	C
	
	DNA

	Geospatial Data Interchange
	MIL STD 2411, 1994
	Raster product format
	Interchange of raster-formatted digital geospatial data among DoD Components
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	MIL STD 2407,1996
	Vector product format
	Interchange of vector-formatted digital geospatial data among DoD Components
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	MIL STD 2401, 1994, World Geodetic system
	Conventional Terrestial Reference System
	Support systems generating maps
	2.1.1.2.9
	2.5.4.4.1
	V
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	FIPS Pub  10-4, thru 2001
	Geopolitical entities list
	Interchange of geospatial information requiring the use of country codes
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	Still Imagery Data Interhcange
	Mil STD 2500B, MIL STD 188-196&199,ISO/IEC 8632:1999,ISO/IEC 10918-1:1994, STANAG 4545
	Exchange, storage, and transmission of digital-imagery 
	Imagery product dissemination
	2.1.1.2.10
	 2.5.4.5
	V
	
	DNA
	2.2.2.1.4.4
	C
	
	DNA

	Motion Imagery Data Interchange
	Motion Imagery Standards Profile, Nov 2001
	Streaming Video
	Support real-time video interchange
	2.1.1.2.11
	2.5.4.6
	V
	
	DNA
	2.2.2.1.4.7
	C
	
	DNA

	Digital Audio
	ISO/IEC 11172-3:1993, Information Technology,
	Audio for digital storage
	Promote effective audio data sharing between intelligence systems in the FORCEnet domain
	2.1.1.2.12
	2.5.4.6.3
	V
	
	DNA
	2.2.2.1.4.7
	C
	
	DNA

	Data Formats
	
	
	
	
	
	
	
	
	
	
	
	

	Signal Related Information
	USIDD 126
	Data format for signal related infomration
	Exchange of collected signals data and SRI between processing subsystems
	2.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Data Interchange Storage Media
	ISO 9660:1988
	Volume and File structure of CD-ROM for information interchange
	Guidance in the use of Compact Disc-Read Only Memory (CD-ROM) technology
	2.2.1.3
	 2.5.4.8
	C
	
	DNA
	2.2.2.1.4.8
	C
	
	DNA

	Atmospheric and Oceanographic Data Interchange
	FM-92-X ext. GRIB WMO No. 306
	Weather Product Information
	Exchange of Weather Product Messages in Gridded Binary 
	2.2.1.4
	2.5.4.4
	C
	
	DNA
	2.2.2.1.4.9
	C
	
	DNA

	
	FM-94-X ext. BUFR WMO No. 306
	Binary Universal Format for Representation 
	Interchange of atmospheric and oceanographic data
	2.2.1.4
	2.5.4.4
	C
	
	DNA
	2.2.2.1.4.9
	C
	
	DNA

	Time of Day Interchange
	ITU-R  TF 460-5
	Coordinated Universal Time 
	Time-of-day information exchanged among DoD systems
	2.2.1.5
	2.5.4.9
	C
	
	DNA
	2.2.2.1.4.12
	C
	
	DNA

	Dissemination Reports
	USIDD 126, 205, 300,301,341,350,351,369,504, MIL-STD 6061A, STANAG 5516,MIL-STD 6040,
	Dissemating C4ISR formatted reports
	Support tactical data exchange
	2.1.1.6
	4.8.1.1
	V
	
	DNA
	4.2.6.2.2
	V
	
	DNA

	
	ANSI/IEEE  754-1985
	Bianry Floating Data Interchange
	Processing binary floating-point numbers
	2.1.1.6
	4.8.1.3
	C
	
	DNA
	
	DNA
	
	DNA

	Graphic Services
	ANSI/ISO/IEC 9636-1,2,3,4,5,6:1991; OpenGL Graphics System (4-99)
	Define Graphics Specification
	Support the creation and manipulation of graphics
	2.1.1.7
	2.5.5
	C
	
	DNA
	2.2.2.1.5
	C
	
	DNA

	Precision Navigation and Time
	
	
	
	
	
	
	
	
	
	
	

	Spatial Reference Standards
	WGS-84, MIL-STD 2401 & NIMA Technical Report TR 8350.2 
	 Absolute global reference frame 
	Determination of position and navigation
	2.4.2.1
	2.5.4.4.1
	C
	
	DNA
	F.MS.2.2.2.1
	V
	
	DNA

	Battle Groups and Theater Forces
	Military Grid Reference System
	Apporved local datum reference to WGS 84
	Transformation between systems and special mapping arrangements are provided by NIMA
	2.4.2.2
	DNA
	V
	
	DNA
	F.MS.2.2.2.1
	V
	
	DNA

	
	None listed: referes to WGS84
	Warfighting Unit, System and Sensor Subsystem
	2.4.2.3
	
	DNA
	
	DNA
	F.MS.2.2.2.1
	V
	
	DNA

	Temporal Reference Standards
	Common Temporal Reference is Coordinated Universal Time (UTC) 
	Accurate time
	Precise comparison systems must be used for continuous comparison to maintain a system “on time”
	2.4.3
	2.5.4.9
	V
	4.13
	C
	
	DNA
	
	DNA

	Battle Group and Unit/Unit System Sensor
	UTC (USNO) as the Common Time Reference (CTR) for data exchange and interoperability between units and systems
	2.4.3.1-2 
	2.5.4.9
	C
	4.13
	C
	
	DNA
	
	DNA

	Global Positioning System
	ICD-GPS-200, 202, 060, MIL-STD-188-115, -STD-1399, STANAG 4430, ITU-R TF.460-5, " IEEE Std 1139-1999,", TFDS-PERFSPEC-01-U-R0C0, N66001-97-R-0004
	Geo/location/common temporal reference and PNT Errors expression derivation and resolution
	2.4.4&5
	3.4.5
	V
	
	DNA
	3.2.1.5
	V
	
	DNA

	
	CJCSI 6130.01B of 15 June 2000/CJCS Instruction 3900.01A & B
	Positioning, Navigation and Timing Plan/Position Reference Procedures/Geospatial Information and Services & Supplemental Instruction to Joint Capabilities Plan FY1998
	2.4.4 &5
	3.4.5
	V
	
	
	
	DNA
	
	DNA

	
	MIL-STD-2401 
	Common spatial reference
	2.4.5.1
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	Radio Frequency Interfaces
	21.4 MHz,70 MHz,160 MHz, 1 GHz,

RF input, output and connecting coaxial cable impedance shall be 50 ohms (nominal)


	Provide the necessary input signal to optimize system signal performance 
	2.4.5.3/4
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Geolocation
	NIMA DTED Levels 1-3, MIL STD 2401, 
	Mapping Functions
	Support for C4ISR Mapping applications
	2.4.5.5
	3.4.5
	V
	
	DNA
	2.2.2.1.4.3
	C
	GR 4.3.3
	DNA

	Emerging Standards
	
	
	
	2.4.6
	
	
	
	
	
	
	
	

	Imagery Data
	DIGEST: Edition 2.0, June 1997
	Digital Geographic Information Exchange Standard 
	Support the transfer of DGI between GISs in DoD, U.S., NATO
	2.4.6.2.3
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	ISO/IEC 12087-5:1998, • ISO/IEC 15444-1: 2000, JPEG 2000 
	Still-Imagery Data Interchange
	Foundation for interoperability in the interchange of imagery and imagery-related data among applications
	2.4.6.2.4
	2.5.4.5 (V2)
	C
	
	DNA
	2.3.2.1.1.4
	V
	4.3.3
	GR

	
	ATSC A/52 (Audio), Dolby Digital AC3 
	Video Imagery
	Emerging Standards, Profiles, and Recommended Practices for Video Imagery applications
	2.4.6.2.5
	
	DNA
	
	DNA
	F.3.5.2.2
	V
	4.3.3
	GR

	
	DoD Guide to Selecting Multimedia Stds, Technologies, etc. 15 February 1998
	Multimedia Data Interchange
	Defines emerging standards for DoD systems employing Multimedia
	2.4.6.2.7
	2.5.4.10 (V2)
	V
	
	DNA
	
	DNA
	
	DNA

	
	
	Signal Descriptor File
	Not addressed in Fn or JTA
	2.4.6.2.8
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	ISO/IEC ISP 15287-2:2000, ISO/IEC 9945-1 
	Real Time Operating Systems
	Satisfy a wide range of real-time system

requirements based upon the application platform’s size and function.
	DNA
	2.5.7 (V2)
	V
	
	DNA
	2.2.2.1.7
	V
	
	DNA

	INFORMATION TRANSFER
	
	
	
	
	
	
	
	
	
	
	

	Host Standards 
	IETF Standard 3, RFC 1122 - 1123 


	Host computers execute application programs on behalf of users, and shared information with other hosts.
	Requirements for Internet Hosts (Covers the communication protocol layers: link layer, IP layer, and transport layer.)
	2.7.2.1.1
	3.4.1
	C
	
	DNA
	
	DNA
	4.4
	GR

	Electronic Mail
	IETF Standards 10 / RFC 2821/ RFC-1869 / RFC-1870
	Simple Mail Transfer Protocol (SMTP).
	Capability to relay mail across transport service environment. 
	2.7.2..2.1
	3.4.1.1
	C
	5.3
	C
	3.2.1.1.1.1
	C
	Table 1
	C

	
	IETF Standards 11 / RFC 2822/ RFC-1049
	N/A
	ARPR Internet Text Messages formatting. 
	2.7.2..2.1
	3.4.1.1
	C
	
	DNA
	3.2.1.1.1.1
	C
	4.4
	GR

	
	IETF RFC 2045-2049 November 1996
	N/A
	Multipurpose Internet Mail Extensions (MIME) part 1-5
	2.7.2..2.1
	3.4.1.1
	C
	
	DNA
	3.2.1.1.1.1
	C
	4.4
	GR

	
	ACP 123
	Common Messaging Strategy and Procedures
	2.7.2..2.1
	3.4.1.1
	C
	
	DNA
	3.2.1.1.1.1
	C
	4.4
	GR

	
	SMTP (RFC 821)
	
	
	2.7.2..2.1
	3.4.1.1
	C
	5.3
	C
	3.2.1.1.1.1
	C
	4.4
	GR

	Directory of Services
	X.500
	
	Provides directory services that may be used by users or host applications to locate other users and resources on the network
	2.7.2.3.1
	3.4.1.2.1
	C
	
	DNA
	3.2.1.1.1.2
	C
	4.4
	GR

	
	IETF RFC 1777, March 1995.
	Lightweight Directory Access Protocol (LDAP)--NOTE OACE ONLY ADDRESSES V3 (RFC 2251)
	LDAP - Internet protocol for accessing online directory services which runs directly over TCP/IP. 
	2.7.2.3.2
	3.4.1.2.2
	C
	5.3
	V
	3.2.1.1.1.2.2
	C
	4.4
	GR

	Domain Name Systems (DNS)
	IETFStd 13 / RFC1035, November 1987.           
	 provides mapping between the host address, and fully qualified domain name.
	Domain Name System provides for the translation of the host names to addresses and vice versa
	2.7.2.3.3
	3.4.1.2.3
	C
	5.3
	C
	3.2.1.1.1.2.3
	C
	4.4
	GR

	
	RFC 2136, April 1997.
	Dynamic update in the Domain Name System
	 
	2.7.2.3.3
	3.4.1.2.3
	C
	5.3
	C
	3.2.1.1.1.2.3
	C
	4.4
	GR

	
	IETF RFC 1886, IETF RFC 3152
	IPv6 support
	
	DNA
	3.4.1.2.3
	V
	
	DNA
	3.3.1
	C
	4.4
	GR

	File Transfer Protocol.
	IETF Std. 9 / RFC 959,  1985.
	Secure File Transfer Protocol.
	FTP command mandated for reception,: store unique (STOU), Abort (ABOR), and Passive (PASV).
	2.7.2.3.4
	3.4.1.3
	C
	5.3
	C
	3.2.1.1.1.3
	C
	Table 1
	C

	Remote Terminal
	IETF Std. 8 / RFC 854-855 , May 1983.                   
	TELNET Protocol
	TELNET provides a remote terminal capability allowing users to logon via a remote system.
	2.7.2.3.5
	3.4.1.4
	C
	5.3
	C
	3.2.1.1.1.4
	C
	Table 1
	C

	Remote Terminal
	Telnet (RFC 854) with options/extensions (RFC 855-861, 1043, 1073, 1079, 1080, 1091, 1116)
	Remote Terminal Support
	2.7.2.3.5
	3.4.1.4
	C
	5.3
	C
	3.2.1.1.1.4
	C
	Table 1
	C

	Network Time Synchronization
	RFC 1305 v3 Network Time Protocol.
	Network Time Synchronization (NTP, version 3)
	NTP- synchronizes time, coordinate time distribution in a large, diverse internet.
	2.7.2.3.6
	3.4.1.5
	C
	5.3
	C
	3.2.1.1.1.6
	C
	4.4
	GR

	Bootstrap Protocol
	RFC 951 Bootstrap Protocol.
	Bootstrap Protocol
	It provides address determination, and boot file selection. 
	2.7.2.3.7
	3.4.1.6
	C
	5.3
	C
	3.2.1.1.1.7
	C
	4.4
	GR

	
	RFC 2132, 1997,                     RFC 1541, Oct 27,1993
	Clarifications and Extensions for the Bootstrap Protocol
	Dynamic Host Configuration Protocol (DHCP) - an extension of BOOTP, and it supports the passing of configuration information to internet hosts.
	2.7.2.3.7
	3.4.1.6
	C
	5.3
	C
	3.2.1.1.1.8
	C
	4.4
	GR

	Configuration Information Transfer
	IETF RFC-2131
	Dynamic Host Configuration Protocol (DHCP)
	Extension of BOOTP to support the passing on configuration information on Internet hosts. 
	2.7.2.3.8
	3.4.1.7
	C
	5.3
	C
	3.2.1.1.1.8
	C
	4.4
	GR

	
	RFC 3031
	Multi-Protocol Label Switching
	DNA
	
	DNA
	5.3
	V
	
	DNA
	
	DNA

	Web Services
	
	
	
	
	
	
	
	
	
	
	
	

	Hypertext Transfer Protocol
	 RFC 2616, 1999. Hypertext Transfer Protocol (HTTP/1.1) 
	Hyper Text Transfer Protocol
	Search and retrieval within the web
	2.7.3.1
	3.4.1.8.1
	C
	5.3
	C
	3.2.1.1.1.9.1
	C
	Table 1
	C

	Uniform Resource Locator
	RFC 1738: 1994. 
	Uniform Resource Locator (URL)
	The URL address translates an internal C4IAN web server IP address.  
	2.7.3.1.1
	3.4.1.8.2   
	C
	
	DNA
	3.2.1.1.1.9.2
	C
	D.1
	C

	
	RFC 1808: 1995. 
	Relative Uniform Resource Locator (RURL)
	2.7.3.1.1
	3.4.1.8.2   
	E
	
	DNA
	3.2.1.1.1.9.2
	C
	
	DNA

	
	RFC 2396: 1998.
	Uniform Resource Identifier/ Uniform Resource Locator URI / URL)
	The URI identifies an abstract or physical resources on a network. 
	2.7.3.1.1
	3.4.1.8.2   
	C
	
	DNA
	3.2.1.1.1.9.2
	C
	D.1
	C

	Connectionless Data Transfer
	MIL-STD-2045-47001B 1998.  JTA uses ver C 2002
	Connectionless Data Transfer
	The connectionless data transfer application layer,  the standard uses UDP as a transport service.
	2.7.3.1.2
	3.4.1.9
	V
	
	DNA
	6.3.1.1
	V
	Table 1
	C

	Transport Services
	IETF Standard 7/ RFC 793 September 1981Transmission Control Protocol.
	Transmission Control Protocol (TCP) / User Datagram Protocol (UDP) over Internet Protocol
	Transmission Control Protocol (TCP) provides reliable connection oriented transport service.  The User Datagram Protocol (UDP) provides an unacknowledged, connectionless datagram transport services.
	2.7.3.1.3
	3.4.1.10.1
	C
	5.3
	C
	3.2.1.1.2.2
	C
	Table 1
	C

	Transport Services
	TCP Scaled Window Option (RFC 1323) and IETF RFC-2581 TCP Congestion Control
	2.7.3.1.3
	3.4.1.10.1
	C
	5.3
	C
	3.2.1.1.2.2
	C
	Table 1
	C

	User Data Protocol
	RFC 768, 1980 User Datagram Protocol (UDP).
	User Data Protocol (UDP)
	The User Datagram Protocol (UDP) provides an unacknowledged, connectionless datagram transport services.
	2.7.3.1.4
	3.4.1.10.2
	C
	5.3
	C
	3.2.1.1.2.3
	C
	Table 1
	C

	Open-System Interconnection Transport over IP-based Networks
	RFC 1006
	Transport Services, protocol for running OSI Connectionless service on UDP
	Host to host communications capability for application support services, addresses TCP/UDP over internet protocol, and Open Systems Interconnection Transport Over IP based network.
	2.7.3.1.5
	
	DNA
	
	DNA
	3.2.1.1.2.5
	C
	Table 1
	GR

	Audio/Video Information Transfer Standards
	
	
	
	
	
	
	
	
	
	

	Video Teleconference Standards
	FTR 1080-A-1998 Appendix A
	Video Teleconferencing Profiles
	Provides interoperability between video teleconferencing terminal equipment, both Point-to-point and multipoint configurations.  
	2.7.3.2.1
	3.4.2
	C
	
	DNA
	3.2.1.2
	C
	
	DNA

	
	ITU H.323
	Packet-based Multimedia Communications Systems
	Video Conferencing on IP Networks
	2.7.3.2.1
	3.4.2
	C
	5.3
	C
	Figure 3.1
	C
	
	DNA

	
	IETF RFC 1889, 1890
	Near-Real-Time Audio Distribution
	2.7.3.3.1
	
	DNA
	5.3
	C
	
	DNA
	
	DNA

	
	IETF RFC 2205-9.  JTA shows as emerging
	Resource Resource Reseervation Protocol
	Near-real-time asynchronous audio data distribution 
	2.7.3.3.1
	3.4.1.12 (V2)
	V
	5.3
	C
	3.3.1
	C
	
	DNA

	
	ITU CCITT G.703, 733, 732
	Real  Time Audio Distribution
	supports synchronous T1/E1 rate structure 
	2.7.3.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Facsimile Standards
	TIA/EIA-465-A, Group 3 
	Analog Facsimile Standards
	2.7.3.4.1
	
	DNA
	
	DNA
	3.2.1.3.1
	C
	
	DNA

	
	MIL-STD 188-161D
	Digital Facsimile Standards
	2.7.3.4.1
	
	DNA
	
	DNA
	3.2.1.3.2
	C
	
	DNA

	
	MIL-STD-2045-44500
	Imagery Dissemination Communications Standards
	2.7.3.4.3
	
	DNA
	
	DNA
	4.2.6.2.1
	C
	
	DNA

	Global Positioning System
	ICD-GPS-200C
	position/location/timing
	Designates GPS as the primary radio navigation system source of positioning, navigation and timing (PNT) for DoD
	2.7.3.4.4
	3.4.5
	C
	
	DNA
	3.2.1.5
	C
	
	DNA

	
	ICD-GPS-222A
	GPS User Equipment 
	2.7.3.4.4
	3.4.5
	C
	
	DNA
	3.2.1.5
	C
	
	DNA

	
	ICD-GPS-225A
	GPS Selective Availability
	2.7.3.4.4
	3.4.5
	C
	
	DNA
	3.2.1.5
	C
	
	DNA

	
	IFF
	Identifcation Friend of Foe
	Establish the identity of all friendly systems within the surveillance volume of surface-to-air, air-to-air, and some air-to-ground Weapon System platforms
	DNA
	3.4.6
	V
	
	DNA
	F.3.6.1.1
	C
	
	DNA

	Network Standards
	
	
	
	
	
	
	
	
	
	
	
	

	Internetworking Router Standard
	IETF RFC-1812, JUNE 1995
	Requirements of IP version 4 Routers
	This document specifies an Internet standards track protocol for the Internet community
	2.7.3.5.1
	3.5.1
	C
	
	DNA
	3.2.2.1
	C
	
	DNA

	
	Other standards shown: RFC 768, 793, etc.
	aleady covered above.
	2.7.3.5.1
	3.5.1
	C
	5.3
	C
	3.2.2.1
	C
	Table 1
	C

	Internet Protocol
	Internet Protocol IETF Std. 5 / RFC 791 / RFC / 950 / RFC 922 / RFC 792 / RFC 1112, RFC 1770 / RFC 2236,1981
	Connectionless data transport mechanism.  The ICMP provides error reporting, flow control, route redirecting.  The IGMP provides multicast extensions.
	The IP provides a connectionless data gram service, and the related protocols includes Internet Control Message Protocol (ICMP) and Internet  Group Management Protocol (IGMP). 
	2.7.3.5.2
	3.5.2
	C
	5.3
	C
	3.2.1.1.2.1.4
	C
	Table 1
	C

	Internet Protocol
	IETF RFC 2460-3
	IPv6 Support
	Support of IP addressing 6 fields to greatly expand Internet users
	DNA
	3.5.2
	V
	5.3
	C
	3.3.1
	C
	
	DNA

	Interior Routers
	IETF Standard 54 / RFC 2328 Open Shortest Path First Routing v2.0, April 1998.   
	Supports unicast, and support equal-cost multi-path protocol.  The link-state routing protocol runs internal to a single Autonomous system. 
	Each OSPF router maintains an identical database describing the Autonomous System's topology, the routing table calculates the shortest- path tree. OSPF provides support for equal-cost multi-path. 
	2.7.3.5.4
	3.5.3.1
	C
	5.3
	C
	3.2.2.1.2.1
	C
	
	DNA

	Exterior Routers
	IETF RFC 1771,  21 March 1995. BGP-4
	Exterior Routers, Boarder Gateway Protocol,4, BGP-4, 
	The protocols within the IP suite use the IP datagram as the basic data transport mechanism. Two related protocols include ICMP, and IGMP. 
	2.7.3.4.5
	3.5.3.2
	C
	5.3
	C
	3.2.2.1.2.2
	C
	Table 1
	C

	
	IETF RFC 1772, March 1995.  BGP-4
	Application of BGP-4 in the Internet,
	The BGP is an inter-Autonomous System routing protocol.  
	2.7.3.4.5
	3.5.3.2
	C
	5.3
	C
	3.2.2.1.2.2
	C
	Table 1
	GR

	
	IETF RFC 2858
	Multi-protocol Extensions for BGP-4
	DNA
	3.5.3.2
	C
	
	DNA
	
	DNA
	Table 1
	GR

	
	IETF RFC 2545
	Use of BGP-4 Multi-protocol Extensions for IPv6 Inter-Domain Routing
	DNA
	3.5.3.2
	C
	
	DNA
	
	DNA
	Table 1
	GR

	Combat Radio Networking
	MIL-STD-188-220B
	Interoperability Standard for Digital Message Transfer Device  
	Allow voice or data communications for mobile users
	2.7.3.6.3
	3.6.3
	C
	
	DNA
	3.2.2.2.3
	C
	
	DNA

	Fiber Channel
	ANSI X3. 230-1994 
	Fibre Channel Physical and Signaling Interface
	2.7.3.6.6
	C4ISR5.2.1.1
	C
	5.3
	C
	F.avs.3.5.1.1
	C
	
	C

	Transmission Media
	OASD/C3I Tactical Data Link Policy Memorandum, Oct 94
	Common Data Link Intra-System Protocol
	2.7.3.7.1
	
	DNA
	
	DNA
	4.2.6.2.1
	C
	
	DNA

	
	OASD/C3I Common Data Link Program Policy Memorandum,Dec 91
	2.7.3.7.1
	
	DNA
	
	DNA
	2.3
	V
	
	DNA

	
	System Specification for the CDL Segment, Class I, Specification #7681990,m Nov 1999
	2.7.3.7.1
	
	DNA
	
	DNA
	2.3
	V
	
	DNA

	
	System Description Document for CDL, Specification #7681996, May 93
	2.7.3.7.1
	
	DNA
	
	DNA
	2.3
	V
	
	DNA

	
	Not defined
	Reach Back/Reach Forward Interfaces
	2.7.3.7.2
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	STANAG 4175, Edition 3, Feb 2001
	Technical Characteristics of the Multifunctional Information Distribution System (MIDS), 
	Tactical Data Link Standards
	2.7.3.7.3
	3.7.3.1
	C
	
	DNA
	E.2.3.1.3.2.4
	C
	
	DNA

	MILSATCOM
	MIL-STD-188-181B
	Interoperability Standard for Single Access 5-KHz and 25-KHz UHF Satellite Communications 
	2.7.3.7.4
	3.7.1.1
	C
	
	DNA
	2.3.1.3.1.1.1
	C
	
	DNA

	
	MIL-STD-188-182A
	Interoperability Standard for 5-KHz UHF DAMA Terminal Waveform
	2.7.3.7.4
	3.7.1.1
	C
	
	DNA
	2.3.1.3.1.1.2
	C
	
	DNA

	
	MIL-STD-188-183A
	Interoperability Standard for 25=KHz TDMA/DAMA Terminal Waveform
	2.7.3.7.4
	3.7.1.1
	C
	
	DNA
	2.3.1.3.1.1.3
	C
	
	DNA

	
	MIL-STD-188-184
	Interoperability and Performance Standard for the Data Control Waveform
	2.7.3.7.4
	3.7.1.1
	C
	
	DNA
	2.3.1.3.1.1.4
	C
	
	DNA

	
	MIL-STD-188-185
	Interoperability of UHF MILSATCOM DAMA Control System
	2.7.3.7.4
	3.7.1.1
	C
	
	DNA
	2.3.1.3.1.1.5
	C
	
	DNA

	
	MIL-STD-188-164
	Interoperability and Performance Standards for C-Band, X-Band, and Ku-Band SHF Satellite Communications Earth Terminals
	2.7.3.8.1
	3.7.1.2
	C
	
	DNA
	2.3.1.3.1.2.1
	C
	
	DNA

	
	MIL-STD-188-165
	Interoperability and Performance Standards for SHF Satellite Communications PSK Models (Frequency Division Multiple Access (FDMA) Operations
	2.7.3.8.2
	3.7.1.2
	C
	
	DNA
	2.3.1.3.1.2.2
	C
	
	DNA

	
	MIL-STD-1582D
	EHF LDR Uplinks and Downlinks
	For LDR (75 5o 2400 bps) 
	2.7.3.9.1
	3.7.1.3
	C
	
	DNA
	2.3.1.3.1.2.2
	C
	
	DNA

	
	MIL-STD-188-136A
	EFH MDR Uplinks and Downlinks
	For MDR (4.8 Kbps to 1544 Mbps
	2.7.3.9.2
	3.7.1.3
	C
	
	DNA
	2.3.1.3.1.3.1
	C
	
	DNA

	
	CCSDS 401.0 - B-6
	Radio Frequency and Modulation Systems 
	For establishing the physical layer to support satellite health and status communications 
	2.7.3.9.3
	3.7.2
	C
	
	DNA
	
	DNA
	
	DNA

	
	ISO 12172:1998 
	Telecommand, Data Routing Service
	2.7.3.9.3
	3.7.2
	C
	
	DNA
	
	DNA
	
	DNA

	
	ISO 12173:1998
	Telecommand, Command Operation procedures
	2.7.3.9.3
	3.7.2
	C
	
	DNA
	
	DNA
	
	DNA

	
	ISO 12174:1998
	Telecommand, Data Management Service, Architectural Specification  
	2.7.3.9.3
	3.7.2
	C
	
	DNA
	
	DNA
	
	DNA

	
	ISO 13419:1997
	Packet Telemetry
	
	2.7.3.9.3
	3.7.2
	C
	
	DNA
	
	DNA
	
	DNA

	Information Transfer Emerging Standards
	
	
	
	
	
	
	
	
	
	

	Internet Standards - IPV6
	IETF RFC 2460, December 1998
	IPv6 Specification
	
	2.7.4.1.1
	3.4.1.11(V2)
	V
	5.3
	V
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 2461
	Neighbor Discovery for IPv6, December 1998
	2.7.4.1.1
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 2462
	IPv6 Stateless Address Auto configuration
	2.7.4.1.1
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 2463
	ICMPv6 for the IPv6 Specification
	2.7.4.1.1
	3.4.1.11(V2)
	V
	5.3
	V
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 2464, December 1998
	Transmission of Ipv6 Packet Over Ethernet Networks
	2.7.4.1.1
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 2472, December 1998
	 IPv6 Over PPP
	
	2.7.4.1.1
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 2492, January 1999
	IPv6 Over ATM Networks
	2.7.4.1.1
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	3.4.2.2
	GR

	
	IETF RFC 1981, 2473, 2710, 3513, 3587 
	DNA
	3.4.1.11
	V
	5.3
	V
	2.3.1.1.2.1.4
	V
	
	DNA

	
	IETF, RFC-2236, November 1997 
	Group Management Protocol Version 2 (IGMPv2)
	2.7.4.1.1
	
	DNA
	
	DNA
	3.2.1.1.2.4
	C
	
	DNA

	
	IETF, RFC-2136, April 1997 
	Dynamic Updates in the Domain Name System (DNS Update)
	2.7.4.1.1
	
	DNA
	
	DNA
	3.2.1.1.1.2.3
	C
	
	DNA

	
	IETF RFC 2251
	Lightweight Directory Access Protocol (LDAPv3), 
	2.7.4.1.1
	3.4.1.2.2 (V2)
	C
	5.3
	C
	3.3.1
	C
	
	C

	
	IETF, RFC-2002, IETF RFC 3344
	IP Mobility Support
	DNA
	3.4.1.11(V2)
	V
	
	DNA
	3.3.1
	C
	
	DNA

	Video Teleconferencing
	 ITU-T H.310, Sep 1998
	Broadband Audiovisual Communication Systems and Terminals
	2.7.4.1.2
	3.4.2(V2)
	V
	
	DNA
	3.3.1
	C
	
	DNA

	
	ITU-T H.321
	Adaptation of H.320 Visual Telephone Terminals to B-15DN Environments
	2.7.4.1.2
	
	DNA
	
	DNA
	3.3.1
	C
	
	DNA

	
	ITU-T H.323
	Packet-based Multimedia Communications Systems
	2.7.4.1.2
	3.4.2
	V
	5.3
	C
	3.2.1.2
	C
	
	DNA

	INFORMATION Modeling, 
	Metadata, and Information
	 Exchange Standards
	
	
	
	
	
	
	
	
	

	
	DDDS
	Defense Data Dictionary System
	Includes standard names and definitions for data entities and data elements (i.e., attributes)
	2.8.1.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	SIDR
	Secure Intelligence Data Repository
	Classified version of the DDDS
	2.8.1.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	DoD Directive (DoDD) 8320.1
	Data Administration
	Supports infomration exchange of foramtted messages
	2.8.2.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	IEEE 1320.1-1998
	Functional Modeling Language—Syntax and Semantics for IDEF0
	Activity Modeling
	2.8.2.1
	4.5.1
	C
	
	DNA
	4.2.1
	C
	
	C

	
	DoD Manual 8320.1-M-1: 1999
	DoD Data Standardization Procedures
	Data Modeling
	2.8.2.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	FIPS PUB 184, December 1993
	Definition For Information Modeling (IDEF1X)
	Data Modeling
	2.8.2.2
	4.5.2
	C
	
	DNA
	4.2.2
	C
	
	C

	
	ISO 8601, ANSI X3.30, and FIPS 4-1)
	DoD Date Standards
	Calendar Date
	2.8.2.4.1
	2..5.4.11
	C
	
	DNA
	4.2.5.1
	C
	
	C

	
	ISO 8601
	DoD Date Standards
	Ordinal Date
	2.8.2.4.1
	
	DNA
	
	DNA
	4.2.5.1
	C
	
	DNA

	
	No specific stds referenced
	Guidance
	Information Exchange Standards Applicability
	2.8.2.5.1
	4.8
	C
	
	
	
	DNA
	
	DNA

	
	SML/CORBA
	Metadata Interchange
	DNA
	4.8
	V
	5.8.4
	V
	4.3.3.1
	C
	4.3.2-3
	GR

	
	No specific stds referenced
	Guidance
	Tactical Information Exchange Standards
	2.8.2.5.2
	4.8.1
	V
	
	DNA
	F.GVS.2.4.2.1
	V
	
	DNA

	
	MIL-STD-6016B: 2002
	Tactical Digital Information Link (TADIL) J Message Standard
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	F.MS.2.4.2
	C
	
	DNA

	
	STANAG 5516: 1998
	Tactical Data Exchange – LINK 16
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	4.2.6.2.1
	V
	
	DNA

	
	VMF: 2002
	Variable Message Format Technical Interface Design Plan (Test Edition) Reissue
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	4.2.6.2.1
	C
	
	DNA

	
	
	Tactical Data Exchange – LINK 22 
	Utilizes “J” series messages and data elements, Link 22 uses an improved high frequency (HF) and ultra-high frequency (UHF) multimedia transmission scheme
	DNA
	4.8.1.1
	V
	
	DNA
	
	DNA
	
	DNA

	
	MIL-STD-6040: 2002
	United States Message Text Format (USMTF) Program
	Character-Based Formatted Messages
	2.8.2.5.3
	4.8.1.2
	C
	
	DNA
	4.2.6.2.2
	C
	
	DNA

	
	NTSDS Database Implementation, Version 1.2a : 1997
	Description & Core Schema Definition plus Supplemental Schema Definition, Version 1.1
	Target/Threat Data Interchange Standards
	2.8.2.5.4 
	C4ISR6.1.1
	C
	
	DNA
	E 2.4.1.1
	V
	
	DNA

	Emerging Modeling and Metadata Standards
	IEEE 1320.2-1998
	Conceptual Modeling Language-Syntax and Semantics for IDEF1X97 (IDEF object). 
	Supports Object Modeling  Manadated by JTA
	2.8.3.1
	4.5.1
	V
	
	DNA
	4.2.1
	C
	
	DNA

	
	Object Management Group (OMG)  UML Specification, Version 1.4, September 2001
	Unified Modeling Language
	Supports Object Modeling  Manadated by JTA
	2.8.3.1
	4.5.3
	V
	4.8.1
	C
	4.2.3
	C
	7.1
	GR

	
	XML XMI, Version 1.1, ad/99-10-22, 25 October 1999.
	Metadata Interchange 
	DNA
	4.5.3
	V
	5.8.4
	V
	4.3.3.1
	C
	D.1
	GR

	
	DoD 8320.1
	Data Definition
	Support both character-oriented and bit-oriented representation of the standard data and their domain values
	2.8.3.2
	4.7 (V2)
	C
	
	DNA
	4.2.5
	C
	
	DNA

	
	ISO/IEC 11179 Part 3: Oct 2001
	Basic attributes of data elements
	Standardization and registering of data elements to make data understandable and shareable
	DNA
	4.7 (V2)
	
	
	DNA
	
	DNA
	
	DNA

	
	STANAG 5522, September 1995
	Tactical Data Exchange – LINK 22 
	Fn emerging; JTA mandated
	2.8.3.3
	 4.8.1.1
	V
	
	DNA
	
	DNA
	
	DNA

	
	CCDF, Version 2.4, 4 June 2002
	Metadata sharing among intelligence processing systems 
	2.8.3.4
	C4ISRCRY5.1
	E
	
	DNA
	
	DNA
	
	E

	Notes to consider when reviewing this spreadhseet
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	Cross-reference legend
	E = Exceeds JTA

C = Complies w/ JTA

V = Variance / JTA

GR = General Reference,  DNA = Does not address (applies to JTA or FN reference)

V2 = JTA volume II shown after the section reference



	
	
	
	
	
	
	
	
	
	
	
	
	

	Note--GIG-ES references JTA for all stnadards as shown in the followoing wuote form GIG-ES ICD "To ensure system interoperability across the GIG and to support uninterrupted service, all transport capabilities shall be standards-based using DoD JTA"
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Appendix H – ISR Compliance Profile

	Fn Service Category
	Standards
	Function of the Standards
	Services of the Standards
	Fn A&S Doc References 
	JTA 6.0 Mandated or Emerging
	Code
	OACE Reference
	Code
	JTA-Army 6.5
	Code
	C2 ERTA
	Code

	INFORMATION PROCESSING
	
	
	
	
	
	
	
	
	
	
	

	
	Collaboration at Sea (CAS)
	Data Replication
	In work
	2.1.1.2.5
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Data Interchange Services
	ISO 8879
	Document interchange for SGML docs
	Electronic dissemination for viewing in multiple formats
	2.1.1.2.7
	
	DNA
	
	DNA
	2.2.2.1.4.1
	C
	
	DNA

	
	ISO / IEC 8879:1986 Information Processing, HTML 4.01 Specifications 24 Dec, 1999, REC HTML 401-1999 1224
	web initerchange of hypertest documents
	formatting web documents
	2.1.1.2.7
	2.5.4.1
	C
	
	DNA
	2.2.2.1.4.1
	C
	4.3.2.3
	GR

	
	XML 1.0, W3C
	Designing text formats
	Interpretation and display of XML data in a variety of applications
	2.1.1.2.7
	 2.5.4.1
	C
	5.8.4
	C
	 2.5.4.1
	C
	4.3.2.3
	GR

	
	Resource Description Format (RDF) , REC-rdf-syntax-19990222, W3C 1999 
	Defines a mechanism for describing resources
	Model for representing named properties (attributes of resources), property values, and relationships between properties
	2.1..1.2.7
	2.5.4.1
	C
	
	DNA
	
	DNA
	
	DNA

	Graphics Data Interchange
	JPEG File Interchange Format, v 1.02
	Describes several alternative algorithms for the representation and compression of raster images.
	It is a character encoding system for creating software applications that work in any language
	2.1.1.2.8
	2.5.4.3
	C
	
	DNA
	2.2.2.1.4.2
	C
	4.3.3
	GR

	
	IETF RFC 2083, Portable Network Graphic Specification, v 1.0, January 1997.
	The PNG format provides a portable, legally unencumbered, well- compressed, well-specified standard for loss less bitmapped image files.
	Storage and transmission of animated graphics and complex still images
	2.1.1.2.8
	2.5.4.3E
	C
	
	DNA
	2.2.2.1.4.2
	C
	
	DNA

	
	Graphics Interchange Format (GIF) Ver 89a
	Defacto standard for exchanging graphics and images over an internet
	For the lossless interchange of raster images that have no geospatial context
	2.1.1.2.8
	2.5.4.3
	C
	
	DNA
	2.2.2.1.4.2
	C
	
	DNA

	Geospatial Data Interchange
	MIL STD 2411, 1994
	Raster product format
	Interchange of raster-formatted digital geospatial data among DoD Components
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	MIL STD 2407,1996
	Vector product format
	Interchange of vector-formatted digital geospatial data among DoD Components
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	MIL STD 2401, 1994, World Geodetic system
	Conventional Terrestial Reference System
	Support systems generating maps
	2.1.1.2.9
	2.5.4.4.1
	V
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	
	FIPS Pub  10-4, thru 2001
	Geopolitical entities list
	Interchange of geospatial information requiring the use of country codes
	2.1.1.2.9
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	Still Imagery Data Interhcange
	Mil STD 2500B, MIL STD 188-196&199,ISO/IEC 8632:1999,ISO/IEC 10918-1:1994, STANAG 4545
	Exchange, storage, and transmission of digital-imagery 
	Imagery product dissemination
	2.1.1.2.10
	 2.5.4.5
	V
	
	DNA
	2.2.2.1.4.4
	C
	
	DNA

	Motion Imagery Data Interchange
	Motion Imagery Standards Profile, Nov 2001
	Streaming Video
	Support real-time video interchange
	2.1.1.2.11
	2.5.4.6
	V
	
	DNA
	2.2.2.1.4.7
	C
	
	DNA

	Digital Audio
	ISO/IEC 11172-3:1993, Information Technology,
	Audio for digital storage
	Promote effective audio data sharing between intelligence systems in the FORCEnet domain
	2.1.1.2.12
	2.5.4.6.3
	V
	
	DNA
	2.2.2.1.4.7
	C
	
	DNA

	Data Formats
	
	
	
	
	
	
	
	
	
	
	
	

	Signal Related Information
	USIDD 126
	Data format for signal related infomration
	Exchange of collected signals data and SRI between processing subsystems
	2.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Data Interchange Storage Media
	ISO 9660:1988
	Volume and File structure of CD-ROM for information interchange
	Guidance in the use of Compact Disc-Read Only Memory (CD-ROM) technology
	2.2.1.3
	 2.5.4.8
	C
	
	DNA
	2.2.2.1.4.8
	C
	
	DNA

	Atmospheric and Oceanographic Data Interchange
	FM-92-X ext. GRIB WMO No. 306
	Weather Product Information
	Exchange of Weather Product Messages in Gridded Binary 
	2.2.1.4
	2.5.4.4
	C
	
	DNA
	2.2.2.1.4.9
	C
	
	DNA

	
	FM-94-X ext. BUFR WMO No. 306
	Binary Universal Format for Representation 
	Interchange of atmospheric and oceanographic data
	2.2.1.4
	2.5.4.4
	C
	
	DNA
	2.2.2.1.4.9
	C
	
	DNA

	Time of Day Interchange
	ITU-R  TF 460-5
	Coordinated Universal Time 
	Time-of-day information exchanged among DoD systems
	2.2.1.5
	2.5.4.9
	C
	
	DNA
	2.2.2.1.4.12
	C
	
	DNA

	Dissemination Reports
	USIDD 126, 205, 300,301,341,350,351,369,504, MIL-STD 6061A, STANAG 5516,MIL-STD 6040,
	Dissemating C4ISR formatted reports
	Support tactical data exchange
	2.1.1.6
	4.8.1.1
	V
	
	DNA
	4.2.6.2.2
	V
	
	DNA

	
	ANSI/IEEE  754-1985
	Bianry Floating Data Interchange
	Processing binary floating-point numbers
	2.1.1.6
	4.8.1.3
	C
	
	DNA
	
	DNA
	
	DNA

	Graphic Services
	ANSI/ISO/IEC 9636-1,2,3,4,5,6:1991; OpenGL Graphics System (4-99)
	Define Graphics Specification
	Support the creation and manipulation of graphics
	2.1.1.7
	2.5.5
	C
	
	DNA
	2.2.2.1.5
	C
	
	DNA

	Sensor Systems Interface Standards
	None listed
	
	
	2.3
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Precision Navigation and Time
	
	
	
	
	
	
	
	
	
	
	

	Spatial Reference Standards
	WGS-84, MIL-STD 2401 & NIMA Technical Report TR 8350.2 
	 Absolute global reference frame 
	Determination of position and navigation
	2.4.2.1
	2.5.4.4.1
	C
	
	DNA
	F.MS.2.2.2.1
	V
	
	DNA

	Battle Groups and Theater Forces
	Military Grid Reference System
	Apporved local datum reference to WGS 84
	Transformation between systems and special mapping arrangements are provided by NIMA
	2.4.2.2
	DNA
	V
	
	DNA
	F.MS.2.2.2.1
	V
	
	DNA

	
	None listed: referes to WGS84
	Warfighting Unit, System and Sensor Subsystem
	2.4.2.3
	
	DNA
	
	DNA
	F.MS.2.2.2.1
	V
	
	DNA

	Temporal Reference Standards
	Common Temporal Reference is Coordinated Universal Time (UTC) 
	Accurate time
	Precise comparison systems must be used for continuous comparison to maintain a system “on time”
	2.4.3
	2.5.4.9
	V
	4.13
	C
	
	DNA
	
	DNA

	Battle Group and Unit/Unit System Sensor
	UTC (USNO) as the Common Time Reference (CTR) for data exchange and interoperability between units and systems
	2.4.3.1-2 
	2.5.4.9
	C
	4.13
	C
	
	DNA
	
	DNA

	Global Positioning System
	ICD-GPS-200, 202, 060, MIL-STD-188-115, -STD-1399, STANAG 4430, ITU-R TF.460-5, " IEEE Std 1139-1999,", TFDS-PERFSPEC-01-U-R0C0, N66001-97-R-0004
	Geo/location/common temporal reference and PNT Errors expression derivation and resolution
	2.4.4&5
	3.4.5
	V
	
	DNA
	3.2.1.5
	V
	
	DNA

	
	CJCSI 6130.01B of 15 June 2000/CJCS Instruction 3900.01A & B
	Positioning, Navigation and Timing Plan/Position Reference Procedures/Geospatial Information and Services & Supplemental Instruction to Joint Capabilities Plan FY1998
	2.4.4 &5
	3.4.5
	V
	
	
	
	DNA
	
	DNA

	
	MIL-STD-2401 
	Common spatial reference
	2.4.5.1
	2.5.4.4.1
	C
	
	DNA
	2.2.2.1.4.3
	C
	
	DNA

	Radio Frequency Interfaces
	21.4 MHz,70 MHz,160 MHz, 1 GHz,

RF input, output and connecting coaxial cable impedance shall be 50 ohms (nominal)


	Provide the necessary input signal to optimize system signal performance 
	2.4.5.3/4
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Geolocation
	NIMA DTED Levels 1-3, MIL STD 2401, 
	Mapping Functions
	Support for C4ISR Mapping applications
	2.4.5.5
	3.4.5
	V
	
	DNA
	2.2.2.1.4.3
	C
	GR 4.3.3
	DNA

	Emerging Standards
	
	
	
	2.4.6
	
	
	
	
	
	
	
	

	Data Management Services
	ANSISO/IEC 9075-1 thru 5:1999--Note OACE shows these as mandatory
	 Information Technology - Database Languages
	Supports exchange of data between applications, and to/from external environment.
	2.1.1.2.4
	2.5.3(V2)
	V
	5.1
	v
	2.2.3.2
	C
	
	DNA

	Imagery Data
	ISO/IEC 14772-1:1998
	Virtual Reality Markup Language
	Capabilities for 3-D representation of data
	2.4.6.2.2
	2.5.4.3 (V2)
	C
	
	DNA
	2.3.2.1.1.2
	C
	
	DNA

	
	DIGEST: Edition 2.0, June 1997
	Digital Geographic Information Exchange Standard 
	Support the transfer of DGI between GISs in DoD, U.S., NATO
	2.4.6.2.3
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	ISO/IEC 12087-5:1998, • ISO/IEC 15444-1: 2000, JPEG 2000 
	Still-Imagery Data Interchange
	Foundation for interoperability in the interchange of imagery and imagery-related data among applications
	2.4.6.2.4
	2.5.4.5 (V2)
	C
	
	DNA
	2.3.2.1.1.4
	V
	4.3.3
	GR

	
	ATSC A/52 (Audio), Dolby Digital AC3 
	Video Imagery
	Emerging Standards, Profiles, and Recommended Practices for Video Imagery applications
	2.4.6.2.5
	
	DNA
	
	DNA
	F.3.5.2.2
	V
	4.3.3
	GR

	
	DoD Guide to Selecting Multimedia Stds, Technologies, etc. 15 February 1998
	Multimedia Data Interchange
	Defines emerging standards for DoD systems employing Multimedia
	2.4.6.2.7
	2.5.4.10 (V2)
	V
	
	DNA
	
	DNA
	
	DNA

	
	
	Signal Descriptor File
	Not addressed in Fn or JTA
	2.4.6.2.8
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	Open Software Foundation (OSF) M029:CDE 2.1/Motif 2.1
	Style Guide and glossary, ISBN 1-85912-114-4
	Style Guide Reference
	DNA
	Section 5 
	C
	
	DNA
	2.2.2.1.2
	C
	
	DNA

	Symbology
	MIL-STD2525B
	Common Warfighting Symbology
	Display of common  warfighting terminology
	DNA
	Section 5 
	C
	
	DNA
	F.2.5.2
	C
	
	DNA

	Terminology
	Joint Pub 1-02
	Dictionary of Military Terminology
	Display or use of common warfighting terminology
	DNA
	Section 5 
	C
	
	DNA
	F.1
	C
	
	DNA

	Audio/Video Information Transfer Standards
	
	
	
	
	
	
	
	
	
	

	Video Teleconference Standards
	FTR 1080-A-1998 Appendix A
	Video Teleconferencing Profiles
	Provides interoperability between video teleconferencing terminal equipment, both Point-to-point and multipoint configurations.  
	2.7.3.2.1
	3.4.2
	C
	
	DNA
	3.2.1.2
	C
	
	DNA

	
	ITU H.323
	Packet-based Multimedia Communications Systems
	Video Conferencing on IP Networks
	2.7.3.2.1
	3.4.2
	C
	5.3
	C
	Figure 3.1
	C
	
	DNA

	
	IETF RFC 1889, 1890
	Near-Real-Time Audio Distribution
	2.7.3.3.1
	
	DNA
	5.3
	C
	
	DNA
	
	DNA

	
	IETF RFC 2205-9.  JTA shows as emerging
	Resource Resource Reseervation Protocol
	Near-real-time asynchronous audio data distribution 
	2.7.3.3.1
	3.4.1.12 (V2)
	V
	5.3
	C
	3.3.1
	C
	
	DNA

	
	ITU CCITT G.703, 733, 732
	Real  Time Audio Distribution
	supports synchronous T1/E1 rate structure 
	2.7.3.2.1
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	Facsimile Standards
	TIA/EIA-465-A, Group 3 
	Analog Facsimile Standards
	2.7.3.4.1
	
	DNA
	
	DNA
	3.2.1.3.1
	C
	
	DNA

	
	MIL-STD 188-161D
	Digital Facsimile Standards
	2.7.3.4.1
	
	DNA
	
	DNA
	3.2.1.3.2
	C
	
	DNA

	
	MIL-STD-2045-44500
	Imagery Dissemination Communications Standards
	2.7.3.4.3
	
	DNA
	
	DNA
	4.2.6.2.1
	C
	
	DNA

	Global Positioning System
	ICD-GPS-200C
	position/location/timing
	Designates GPS as the primary radio navigation system source of positioning, navigation and timing (PNT) for DoD
	2.7.3.4.4
	3.4.5
	C
	
	DNA
	3.2.1.5
	C
	
	DNA

	
	ICD-GPS-222A
	GPS User Equipment 
	2.7.3.4.4
	3.4.5
	C
	
	DNA
	3.2.1.5
	C
	
	DNA

	
	ICD-GPS-225A
	GPS Selective Availability
	2.7.3.4.4
	3.4.5
	C
	
	DNA
	3.2.1.5
	C
	
	DNA

	
	IFF
	Identifcation Friend of Foe
	Establish the identity of all friendly systems within the surveillance volume of surface-to-air, air-to-air, and some air-to-ground Weapon System platforms
	DNA
	3.4.6
	V
	
	DNA
	F.3.6.1.1
	C
	
	DNA

	Network Standards
	
	
	
	
	
	
	
	
	
	
	
	

	Combat Radio Networking
	MIL-STD-188-220B
	Interoperability Standard for Digital Message Transfer Device  
	Allow voice or data communications for mobile users
	2.7.3.6.3
	3.6.3
	C
	
	DNA
	3.2.2.2.3
	C
	
	DNA

	Transmission Media
	OASD/C3I Tactical Data Link Policy Memorandum, Oct 94
	Common Data Link Intra-System Protocol
	2.7.3.7.1
	
	DNA
	
	DNA
	4.2.6.2.1
	C
	
	DNA

	
	OASD/C3I Common Data Link Program Policy Memorandum,Dec 91
	2.7.3.7.1
	
	DNA
	
	DNA
	2.3
	V
	
	DNA

	
	System Specification for the CDL Segment, Class I, Specification #7681990,m Nov 1999
	2.7.3.7.1
	
	DNA
	
	DNA
	2.3
	V
	
	DNA

	
	System Description Document for CDL, Specification #7681996, May 93
	2.7.3.7.1
	
	DNA
	
	DNA
	2.3
	V
	
	DNA

	
	Not defined
	Reach Back/Reach Forward Interfaces
	2.7.3.7.2
	
	DNA
	
	DNA
	
	DNA
	
	DNA

	
	STANAG 4175, Edition 3, Feb 2001
	Technical Characteristics of the Multifunctional Information Distribution System (MIDS), 
	Tactical Data Link Standards
	2.7.3.7.3
	3.7.3.1
	C
	
	DNA
	E.2.3.1.3.2.4
	C
	
	DNA

	MILSATCOM
	MIL-STD-188-181B
	Interoperability Standard for Single Access 5-KHz and 25-KHz UHF Satellite Communications 
	2.7.3.7.4
	3.7.1.1
	C
	
	DNA
	2.3.1.3.1.1.1
	C
	
	DNA

	
	MIL-STD-188-182A
	Interoperability Standard for 5-KHz UHF DAMA Terminal Waveform
	2.7.3.7.4
	3.7.1.1
	C
	
	DNA
	2.3.1.3.1.1.2
	C
	
	DNA

	
	MIL-STD-188-183A
	Interoperability Standard for 25=KHz TDMA/DAMA Terminal Waveform
	2.7.3.7.4
	3.7.1.1
	C
	
	DNA
	2.3.1.3.1.1.3
	C
	
	DNA

	
	MIL-STD-188-184
	Interoperability and Performance Standard for the Data Control Waveform
	2.7.3.7.4
	3.7.1.1
	C
	
	DNA
	2.3.1.3.1.1.4
	C
	
	DNA

	
	MIL-STD-188-185
	Interoperability of UHF MILSATCOM DAMA Control System
	2.7.3.7.4
	3.7.1.1
	C
	
	DNA
	2.3.1.3.1.1.5
	C
	
	DNA

	
	MIL-STD-188-164
	Interoperability and Performance Standards for C-Band, X-Band, and Ku-Band SHF Satellite Communications Earth Terminals
	2.7.3.8.1
	3.7.1.2
	C
	
	DNA
	2.3.1.3.1.2.1
	C
	
	DNA

	
	MIL-STD-188-165
	Interoperability and Performance Standards for SHF Satellite Communications PSK Models (Frequency Division Multiple Access (FDMA) Operations
	2.7.3.8.2
	3.7.1.2
	C
	
	DNA
	2.3.1.3.1.2.2
	C
	
	DNA

	
	MIL-STD-1582D
	EHF LDR Uplinks and Downlinks
	For LDR (75 5o 2400 bps) 
	2.7.3.9.1
	3.7.1.3
	C
	
	DNA
	2.3.1.3.1.2.2
	C
	
	DNA

	
	MIL-STD-188-136A
	EFH MDR Uplinks and Downlinks
	For MDR (4.8 Kbps to 1544 Mbps
	2.7.3.9.2
	3.7.1.3
	C
	
	DNA
	2.3.1.3.1.3.1
	C
	
	DNA

	
	CCSDS 401.0 - B-6
	Radio Frequency and Modulation Systems 
	For establishing the physical layer to support satellite health and status communications 
	2.7.3.9.3
	3.7.2
	C
	
	DNA
	
	DNA
	
	DNA

	
	ISO 12172:1998 
	Telecommand, Data Routing Service
	2.7.3.9.3
	3.7.2
	C
	
	DNA
	
	DNA
	
	DNA

	
	ISO 12173:1998
	Telecommand, Command Operation procedures
	2.7.3.9.3
	3.7.2
	C
	
	DNA
	
	DNA
	
	DNA

	
	ISO 12174:1998
	Telecommand, Data Management Service, Architectural Specification  
	2.7.3.9.3
	3.7.2
	C
	
	DNA
	
	DNA
	
	DNA

	
	ISO 13419:1997
	Packet Telemetry
	2.7.3.9.3
	3.7.2
	C
	
	DNA
	
	DNA
	
	DNA

	INFORMATION Modeling, 
	Metadata, and Information
	 Exchange Standards
	
	
	
	
	
	
	
	
	

	
	DDDS
	Defense Data Dictionary System
	Includes standard names and definitions for data entities and data elements (i.e., attributes)
	2.8.1.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	SIDR
	Secure Intelligence Data Repository
	Classified version of the DDDS
	2.8.1.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	DoD Directive (DoDD) 8320.1
	Data Administration
	Supports infomration exchange of foramtted messages
	2.8.2.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	IEEE 1320.1-1998
	Functional Modeling Language—Syntax and Semantics for IDEF0
	Activity Modeling
	2.8.2.1
	4.5.1
	C
	
	DNA
	4.2.1
	C
	
	C

	
	DoD Manual 8320.1-M-1: 1999
	DoD Data Standardization Procedures
	Data Modeling
	2.8.2.2
	
	DNA
	
	DNA
	4.2.5
	C
	
	DNA

	
	FIPS PUB 184, December 1993
	Definition For Information Modeling (IDEF1X)
	Data Modeling
	2.8.2.2
	4.5.2
	C
	
	DNA
	4.2.2
	C
	
	C

	
	ISO 8601, ANSI X3.30, and FIPS 4-1)
	DoD Date Standards
	Calendar Date
	2.8.2.4.1
	2..5.4.11
	C
	
	DNA
	4.2.5.1
	C
	
	C

	
	ISO 8601
	DoD Date Standards
	Ordinal Date
	2.8.2.4.1
	
	DNA
	
	DNA
	4.2.5.1
	C
	
	DNA

	
	No specific stds referenced
	Guidance
	Information Exchange Standards Applicability
	2.8.2.5.1
	4.8
	C
	
	
	
	DNA
	
	DNA

	
	SML/CORBA
	Metadata Interchange
	DNA
	4.8
	V
	5.8.4
	V
	4.3.3.1
	C
	4.3.2-3
	GR

	
	No specific stds referenced
	Guidance
	Tactical Information Exchange Standards
	2.8.2.5.2
	4.8.1
	V
	
	DNA
	F.GVS.2.4.2.1
	V
	
	DNA

	
	MIL-STD-6016B: 2002
	Tactical Digital Information Link (TADIL) J Message Standard
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	F.MS.2.4.2
	C
	
	DNA

	
	STANAG 5516: 1998
	Tactical Data Exchange – LINK 16
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	4.2.6.2.1
	V
	
	DNA

	
	VMF: 2002
	Variable Message Format Technical Interface Design Plan (Test Edition) Reissue
	Bit-Oriented Formatted Messages
	2.8.2.5.2.1
	4.8.1.1
	C
	
	DNA
	4.2.6.2.1
	C
	
	DNA

	
	
	Tactical Data Exchange – LINK 22 
	Utilizes “J” series messages and data elements, Link 22 uses an improved high frequency (HF) and ultra-high frequency (UHF) multimedia transmission scheme
	DNA
	4.8.1.1
	V
	
	DNA
	
	DNA
	
	DNA

	
	MIL-STD-6040: 2002
	United States Message Text Format (USMTF) Program
	Character-Based Formatted Messages
	2.8.2.5.3
	4.8.1.2
	C
	
	DNA
	4.2.6.2.2
	C
	
	DNA

	
	NTSDS Database Implementation, Version 1.2a : 1997
	Description & Core Schema Definition plus Supplemental Schema Definition, Version 1.1
	Target/Threat Data Interchange Standards
	2.8.2.5.4 
	C4ISR6.1.1
	C
	
	DNA
	E 2.4.1.1
	V
	
	DNA

	Emerging Modeling and Metadata Standards
	IEEE 1320.2-1998
	Conceptual Modeling Language-Syntax and Semantics for IDEF1X97 (IDEF object). 
	Supports Object Modeling  Manadated by JTA
	2.8.3.1
	4.5.1
	V
	
	DNA
	4.2.1
	C
	
	DNA

	
	Object Management Group (OMG)  UML Specification, Version 1.4, September 2001
	Unified Modeling Language
	Supports Object Modeling  Manadated by JTA
	2.8.3.1
	4.5.3
	V
	4.8.1
	C
	4.2.3
	C
	7.1
	GR

	
	XML XMI, Version 1.1, ad/99-10-22, 25 October 1999.
	Metadata Interchange 
	DNA
	4.5.3
	V
	5.8.4
	V
	4.3.3.1
	C
	D.1
	GR

	
	DoD 8320.1
	Data Definition
	Support both character-oriented and bit-oriented representation of the standard data and their domain values
	2.8.3.2
	4.7 (V2)
	C
	
	DNA
	4.2.5
	C
	
	DNA

	
	ISO/IEC 11179 Part 3: Oct 2001
	Basic attributes of data elements
	Standardization and registering of data elements to make data understandable and shareable
	DNA
	4.7 (V2)
	
	
	DNA
	
	DNA
	
	DNA

	
	STANAG 5522, September 1995
	Tactical Data Exchange – LINK 22 
	Fn emerging; JTA mandated
	2.8.3.3
	 4.8.1.1
	V
	
	DNA
	
	DNA
	
	DNA

	
	CCDF, Version 2.4, 4 June 2002
	Metadata sharing among intelligence processing systems 
	2.8.3.4
	C4ISRCRY5.1
	E
	
	DNA
	
	DNA
	
	E

	Unique ISR Standards
	References JTA, MCA, GIG-ES, JASA, etc.
	Framework
	TBD
	2.9
	
	
	
	
	
	
	
	DNA

	
	none listed
	IMINT
	
	
	
	
	
	
	
	
	
	DNA

	
	none listed
	SIGINT
	
	
	
	
	
	
	
	
	
	DNA

	
	none listed
	HUMINT
	
	
	
	
	
	
	
	
	
	DNA

	
	none listed
	MASINT
	
	
	
	
	
	
	
	
	
	DNA
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	DNA
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V = Variance / JTA

GR = General Reference,  DNA = Does not address (applies to JTA or FN reference)

V2 = JTA volume II shown after the section reference
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Appendix I – Node Information Services

The following appendix was developed in cooperation with the Air Force.

1.0
Introduction

This appendix provides guidance on the implementation of Node Information Services as XML-based web services on C2 nodes.  In this appendix, C2 systems includes Command and Control (C2) Systems and Intelligence, Surveillance and Reconnaissance (ISR) Systems, as well as Combat Support and Business Operations systems that support the warfighter or provide safety or mission critical services.  This guidance document applies to all systems involved in the acquisition of C2ISR systems.

The Navy is engaged in the transformation from platform-centric to network-centric warfare systems. This transformation will enable the sharing of information across an enterprise of networked systems with the flexibility to adapt to rapidly changing military needs.  The basic goals of this transformation are:

1.
Enterprise level network-centric operations

2.
Collaborative and distributed information exchange

3.
Horizontal information integration

This document provides guidance on the use of a Service Oriented Architecture and Node Information Services at C2 nodes.  Through the use of well-defined stable interfaces, Node Information Services will provide the basis for integrating information and mission capabilities across C2 nodes.  Node Information Services will enable inter-nodal dependencies to be based on platform-independent XML interfaces rather than on platform-specific implementation mechanisms.  To this end, this document adopts the use of XML-based, web services technologies (e.g., SOAP and WSDL) and provides guidance on their use at C2 nodes.

1.1
Scope

This guidance applies to systems that interface to IP-based networks, including ground-based, maritime, airborne and space-based systems.

This guidance assumes a robust IP-based network is available that provides reliable communications for IP-enabled systems.  Node Information Services provide mission functionality at the application layer, and as such exist above the network layer.  Accordingly, this guidance does not address issues related to providing robust communications or network quality of service.

Node Information Services are useful in many operational contexts, including joint and coalition operations.  However, discussion of how to apply Node Information Services to specific operational contexts is outside the scope of this document.

Node Information Services are intended for use in both unclassified and classified environments. However, specific security mechanisms that address operations across multiple security levels are outside the scope of this document.

1.2
Sample Contract Language

This document is a guidance document.  The guidance contained in this document may be incorporated as technical requirements by reference from other documents, such as Technical Requirements Documents (TRDs).  It is recommended that this document be incorporated by reference in the "Applicable Documents" section of a Statement of Work, or Specification.  Notwithstanding the "guidance" nature of this document, some of the "Guidance" is, in fact, mandatory.  The extent to which one chooses to implement them should be specified in the contract.  As an example, to incorporate the guidance contained in this document as mandatory technical requirements, the following contractual language is suggested:

· Node Information Services (NIS) - The system shall implement external interfaces to other Nodes in accordance with published GUIDANCE for inter-nodal information exchange.  When implementing XML-based web services on Nodes, the system shall conform to the technical GUIDANCE contained in Node Information Services - Guidance for Implementing Web Services on C2 Nodes.  This appendix/document is available at:

https://vpo.spawar.navy.mil/05/FORCENET/DOCSIR/master.nsf
In this appendix, all specific guidance is identified by numbered GUIDANCE (n) statements.  A Checklist of all GUIDANCE statements is provided in APPENDIX A.

2.0
Background

The World Wide Web supports humans accessing a wide variety of information in different hypermedia formats, including text (HTML) and graphics (e.g., JPEG, GIF).  The web’s success is enabled by a small number of universally accepted standards applied to a ubiquitous IP-based network:

· Universal Resource Locators (URLs) – to address information resources on the web.

· Hypertext Markup Language (HTML) – to tag information resources for format and display.

· Hypertext Transfer Protocol (HTTP) – to communicate information between web servers and clients such as browsers.

Figure 1 depicts the web environment based on these standards.
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Figure 1.  Web Environment

The web is also suitable for supporting interactions between software applications communicating with each other over web infrastructure. 

The web standardizes the retrieval of textual information using HTML.  Though HTML is suitable for formatting information for display in a web browser, HTML is not well suited for the automated exchange of information between applications (i.e., machine-to-machine).

XML provides a platform independent mechanism to format information for exchange between applications, as shown in Figure 2.
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Figure 2.  XML-based Information Exchange

However, XML standards do not provide an architectural framework within which applications can communicate using XML.  A Service Oriented Architecture provides this architectural framework and is described in section 3.

3.0
Service Oriented Architecture

GUIDANCE (1): In a Service Oriented Architecture business functions are provided as services that may be invoked by one or more clients.  Services expose business functions through well-defined interfaces that separate implementation from interface.  This promotes flexibility and reuse, and enables complex software systems to be composed from stable interfaces rather than through brittle implementation mechanisms.  

Mission capabilities that are provisioned and managed at C2 nodes and shared across the enterprise are provided as Node Information Services (see Figure 3).
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Figure 3.  C2 Nodes and Services

In a Service-Oriented Architecture there are three roles: service provider, service requestor and service registry (see Figure 4).
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Figure 4.  Service Oriented Architecture

A service provider makes a service available, including the service interface.  A service provider may optionally publish the service interface and meta-data to a service registry.  A service requestor invokes and uses a service according to rules in the service interface.  A service registry provides descriptive information about a service as meta-data, enabling the lookup and discovery of services.

4.0
Node Information Services 

The World Wide Web Consortium (W3C) defines a web service as, 

“A web service is a software system identified by a URI [RFC 2396], whose public interfaces and bindings are defined and described using XML.  Its definition can be discovered by other software systems.  These systems may then interact with the Web service in a manner prescribed by its definition, using XML based messages conveyed by Internet protocols”

GUIDANCE (2): A Node Information Service is a mission capability within a C2 node provided as a web service. Node Information Services enable XML-based, machine-to-machine communication within and across C2 nodes, as shown in Figure 5.
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Figure 5.  Node Information Services

GUIDANCE (3): In terms of the Global Information Grid - Enterprise Services (GIG-ES), a Node Information Service corresponds to a Community of Interest (COI) service.  This distinguishes a Node Information Service from a Core Enterprise Service in GIG-ES.

GUIDANCE (4): A Node Information Service has the following properties:

17. 1.
Identification and Location:  A Node Information Service is identified and addressed by a Universal Resource Identifier (URI).  (A URL is a special case of a URI.)

18. 2.
Interface Description: A Node Information Service has a public interface described in XML that exposes mission capabilities and information as XML messages.

19. 3.
Messaging: A Node Information Service uses XML messages for communication.

5.0
Implementation Guidance

Figure 6 depicts a Node Information Service in terms of web services:
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Figure 6.  Web Services Implementation of NIS

GUIDANCE (5): The key technologies in a web service are:

· Web Services Description Language (WSDL) – the language used to describe the interface to a web service in XML.  WSDL maps the internal data and operations of an application or business function to an external representation as XML messages.

· Simple Object Access Protocol (SOAP) – an XML-based messaging protocol used to communicate with a web service.  SOAP provides a structured message format for communicating XML information.

Web services are being standardized through efforts of the W3C, the Organization for the Advancement of Structured Information Standards (OASIS) and the Web Services Interoperability Organization (WS-I).

An extensive list of current and emerging standards relevant to web services and associated technologies is provided in APPENDIX B – TECHNOLOGY STANDARDS FORECAST.

5.1
Identification and Location

GUIDANCE (6): Node Information Services must be identified by URIs (or URLs).  Optionally, Node Information Services may be listed in a service registry. 

A network-centric enterprise will need to provide service registries that assist in finding Node Information Services.  A service registry is similar to a white pages or yellow pages directory, and uses meta-data to locate Node Information Services with specific characteristics at design time or at run time.

Standards and implementation mechanisms for service registries are still under investigation.  Section 5.4 describes candidate technologies being pursued, including UDDI.  At this point, since UDDI is still an emerging technology, the minimum requirement for Node Information Services is that they be listed via URLs.

5.2
Interface Description – WSDL

WSDL is the language specified by W3C for describing web services.  WSDL describes both the abstract functionality of a service (e.g., messages and operations) and the concrete details of a service (e.g., protocols, bindings and network addresses). 

The current standard is Web Services Description Language (WSDL) 1.1.  The standard under development by the W3C is Web Services Description Language (WSDL) Version 1.2.

GUIDANCE (7): This version of Node Information Services guidance adopts the use of WSDL 1.1 as specified by WS-I Basic Profile Version 1.0a.  Node Information Services must be implemented according to the constraints specified in the WS-I Basic Profile Version 1.0a.

GUIDANCE (8): WSDL has the capability to import message descriptions from an XML Schema file.  All XML schema files imported into WSDL must be registered under the appropriate namespace in the DoD XML Registry.  

GUIDANCE (9): As a minimum requirement, a WSDL file must be stored in a file accessible via URL and HTTP.

5.2.1
Alternative Technologies

This section summarizes alternative technologies for implementing service interface descriptions.  Though these technologies are similar in some respects to WSDL, they do not have the current level of commercial adoption as WSDL.

GUIDANCE (10): As the technologies described in this section mature, they may be incorporated into future versions of Node Information Services to complement the WSDL foundation for interface description; however they are not currently approved for use in Node Information Services.

5.2.1.1
DAML-S

The Defense Advanced Research Project Agency (DARPA) is specifying the next generation of markup languages as part of the DARPA Agent Markup Language (DAML) project.  A subgroup of this project is working on DAML-S, a service description standard.  The goals of DAML-S are to “enable users and software agents to automatically discover, invoke, compose and monitor web services.”  DAML-S is a parallel effort to WSDL to standardize a markup language for web services.  However, DAML-S focuses on the semantics of service interfaces and establishes a framework within which service descriptions are made and shared.  As such, DAML-S provides an ontology, within the framework of DAML, for describing web services.  

The current version of the specification is DAML-S 0.7 Draft Release, October 2002.  

Commercial products based on DAML-S are not generally available; however, DAML-S is influencing the direction of W3C regarding web services and is likely to have an impact on the evolution of web services standards.

5.2.1.2
ebXML - Collaborative Protocol Profile and Agreement (CPPA)

OASIS is developing a set of standards for electronic business interchange called ebXML - a next generation technology based on XML that is likely to supplant Electronic Data Interchange (EDI).

The Collaboration Protocol Profile and Agreement (CPPA) v2.0 is an ebXML standard from OASIS that is, in some respects, similar to WSDL; however, since the goals of ebXML are general electronic business interchange, some of its characteristics differ from WSDL. 

The ebXML architecture includes a business registry for discovering information about a business partner.  The ebXML registry provides information on the potential “collaboration mechanisms” that a business supports, such as SMTP or HTTP, encryption, non-repudiation and digital signatures.

The type of information in ebXML CPPA corresponds roughly to the type of information in WSDL, and given the extensibility of WSDL, it is possible to include CPPA information in WSDL, or to advertise an ebXML-compliant business service using WSDL.

Both ebXML and web services have adopted SOAP for messaging.  Furthermore, there is overlap between WSDL and ebXML’s CPPA, as well as between UDDI and ebXML registry.  At this point it is not clear to what extent these two technologies will complement each other or offer a path to convergence.

5.2.1.3
Web Ontology Language (OWL)

The Web Ontology Language (OWL) is a Working Draft specification   from the W3C to provide an ontology language to express the semantics of information on the web.  Whereas WSDL provides message formats in XML and protocol bindings, OWL can describe the semantics of information exchanges.  It is expected that OWL will influence the future of web services as a basis for expressing semantics between web services.

5.3
Messaging - SOAP

Simple Object Access Protocol (SOAP) is an XML-based messaging protocol specified by the W3C for communicating with a web service.

GUIDANCE (11): The current standard is Simple Object Access Protocol (SOAP) 1.1.  Node Information Services must comply with SOAP 1.1 and additional constraints defined in the WS-I Basic Profile Version 1.0a.

The W3C XML Protocol Working Group has produced a standards-track revision, SOAP 1.2.  SOAP 1.2 is similar to SOAP 1.1, but refines some of the underlying concepts.  A SOAP 1.1 message is distinguished from a SOAP 1.2 message by the XML namespace used in the envelope, and by the MIME media type.

GUIDANCE (12):  Node Information Services must not use SOAP 1.2 until the standard is mature and adopted by WS-I.  An update to this Node Information Service guidance will be provided to incorporate future standards updates.

5.3.1
SOAP Header Extensions

GUIDANCE (13): SOAP headers provide an extension mechanism for SOAP.  Web service specifications, such as WS-Security and others, provide SOAP extensions that rely on SOAP header blocks.  Additional SOAP header blocks may need to be defined for net-centric enterprise operations.  The use of SOAP header blocks must be consistent with the WS-I Basic Profile 1.0a.

5.3.2
Bindings

GUIDANCE (14):  Node Information Services include those bindings allowed by WS-I Basic Profile Version 1.0a.  Currently this is limited to one binding:  SOAP/HTTP.  Other bindings such as HTTP GET/ POST and MIME are not allowed in WS-I Basic Profile 1.0a.  As further SOAP bindings mature and are standardized by WS-I, the Node Information Service guidance will be updated.

5.3.2.1
JMS

Some SOAP vendors provide a way to send SOAP messages using the Java Message Service (JMS).  JMS is a Java API, and the transfer protocol underlying this API is specific to each vendor.  There is no standard defined for implementing SOAP over JMS, and interoperability among different vendor products is not assured.

GUIDANCE (15): Node Information Services must not implement JMS bindings.

5.3.2.2
SMTP/Email

No standard binding for sending SOAP messages via email (e.g., SMTP) is defined; moreover, interoperability among vendor products is not assured.

GUIDANCE (16): Node Information Services must not implement SMTP and email bindings.

5.3.2.3
Blocks Extensible Exchange Protocol (BEEP)

The Blocks Extensible Exchange Protocol (BEEP) is a connection-oriented protocol defined by the Internet Engineering Task Force (IETF).  A SOAP binding over BEEP is defined in Using the Simple Object Access Protocol (SOAP) in Blocks Extensible Exchange Protocol (BEEP).   To date, implementation experience with SOAP over BEEP has been limited.  As BEEP matures, a binding for BEEP may be incorporated in the Node Information Service design pattern.

GUIDANCE (17): Node Information Services must not implement BEEP interfaces.

5.3.3
XML Validation with SOAP

A message is processed through various stages and levels as it is transferred from sender to receiver.  A processing model refers to the sequence of processing steps and the rules that apply at each step.  SOAP defines a processing model that discusses how SOAP header blocks are processed (e.g., must understand, actor/role, etc.).  However, the designers of SOAP did not want to preclude implementation of SOAP on resource-limited devices or for high performance applications.  Therefore, SOAP does not require XML validation, even though an XML Schema is defined for the SOAP envelope.  This does not imply that validating XML parsers cannot be used in some implementations.

A message processing architecture must give attention to the places where XML validation is to occur, and exactly what in the message is validated.  In general, systems are more robust if incorrectly formatted data can be prevented from entering the system.  However, there is a price to pay in terms of processing overhead and delay whenever such checks are performed.

If XML validation is to be performed, then different XML schema documents may be needed.  For example, SOAP intermediaries may not process the body of a SOAP message.  If XML schema validation is done in the intermediary, then the XML schema document (XSD) it uses may be relaxed in what is allowed to appear within the SOAP body, but may be rather strict in validating certain SOAP header blocks, which it must understand and process.  However, at the ultimate SOAP receiver, the application is likely to process the SOAP body, so a different XSD may be appropriate to ensure that the syntax of the message body is appropriate.

In other cases, XML validation of the SOAP message may be overkill.  For example, if the receiving application simply stores the entire message in a database, the system design may choose to validate the XML only when it is subsequently extracted from the database rather than in the inbound message path.

Other aspects of the processing model to consider deal with restriction imposed on the XML structure used with SOAP, as detailed in the WS-I Basic Profile.  For example, SOAP messages must not contain Processing Instructions (PIs) or Internal Subsets (DTD).

GUIDANCE (18):  Node Information Services do not require XML validation of information contained in SOAP messages.  The decision to require XML validation or not is left to the discretion of Node Information Service provider.

GUIDANCE (19):  The use of Business Object Documents (BODs) and associated XML Schema is left to the discretion of the Node Information Service provider.  BODs are a useful means for structuring business objects in XML; however, they are not a required part of Node Information Services.

5.3.4
Alternative Technologies

5.3.4.1
XML-RPC

XML-RPC is a simple protocol for doing remote procedure calls using XML and HTTP.  XML-RPC is a precursor to SOAP, and is now superseded by SOAP.  

GUIDANCE (20): Node Information Services must not implement XML-RPC.

5.4
Service Registry

A service registry may be provided as an aid to locating and discovering Node Information Services.

5.4.1
Service Registry Usage Scenarios

A service registry provides the means to locate design time information about a service.  Design time communities of interest can share interface descriptions, discovering what services are available and how to access them.  The publishing and management of design time information about Node Information Services through registries is an approach to managing interfaces as electronic Interface Control Documents (ICDs). 

Runtime discovery has the potential to reduce administration tasks by avoiding manual configuration of network-centric applications.  Just as the Dynamic Host Control Protocol (DHCP) eases the burden of assigning IP addresses to computers, a service registry extends the concept of dynamic configuration to the realm of web services and Node Information Services.

GUIDANCE (21): It is expected that a service registry will be provided as part of the GIG-ES or a community of interest (COI).  In addition, C2 node managers may also provide a service registry for a C2 node.  Publishing Node Information Services to a service registry is left to the discretion of the Node Information Service provider.

C2 Nodes that do not provide their own service registry may use the GIG-ES or CII service registry.  Initial deployment of the CII service registry will be suitable for design-time discovery of service meta-data.  The CII service registry is expected to evolve into a robust capability suitable for runtime discovery by mission critical applications.  Until this robust service registry is operational, C2 node applications that consume web services must not rely exclusively on the availability of a runtime service registry. 

5.4.2
Universal Description, Discovery and Integration (UDDI)

UDDI provides the means to look up and discover web services.  A UDDI registry can be used for both design time and run time discovery.  Currently published standards are Universal Description, Discovery and Integration V2.0, 19 July 2002 and UDDI V3.0 Published Specification, 19 July 2002.

Developers interact with UDDI using a web browser and development tools.  The UDDI server exposes an inquiry API and a publish API as SOAP interfaces described in WSDL.  These SOAP-based interfaces are standard and independent of a particular UDDI server or product choice.  

Design tools typically access the SOAP-based interface.  The browser-based interface is not standardized and will differ depending on the UDDI server products selected.  At runtime, applications use the XML/SOAP interface to either publish to UDDI, or search UDDI through the inquiry interface. 

It is expected that multiple UDDI registries will exist.  A web service may be published to more than one UDDI registry.  Note that UDDI’s SOAP-based access is itself a web service described by WSDL documents available through OASIS.

GUIDANCE (22):  Node Information Services adopts the following guidance on service registries consistent with the WS-I Basic Profile 1.0a: when publication or discovery of service information is required [at the discretion of a Node Information Services provider], UDDI is the registry implementation technology.  The WS-I Basic Profile 1.0a incorporates the following specifications:

·
UDDI Version 2.04 API Specification, Dated 19 July 2002

·
UDDI Version 2.03 Data Structure Reference, Dated 19 July 2002

·
UDDI Version 2 XML Schema

5.5
Security

Node Information Services need a security framework to authenticate principals, ensure confidentiality and integrity of messages, and authorize access.  It is assumed that C2 node platforms (e.g., operating systems, databases, web servers, application servers, middleware, portals, etc.) and the Common Integrated Infrastructure will collectively implement the appropriate security services needed in a security framework.

Figure 7 shows the security services needed for secure operation of Node Information Services. 
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Figure 7.  Node Information Services and Security Services

The types of security services required are:

· Authentication – services that verify the identity of principals involved in an exchange of messages.  The result of authentication is a set of credentials, which describes the attributes (for identity, role, group and clearance) that may be associated with the authenticated principal.

· Authorization – services that grant permission for principals to access resources, providing the basis for access control, which enforces restrictions of access to prevent unauthorized use.  Access controls ensure that only authorized principals may modify resources and that resource contents are disclosed only to authorized principals.

· Confidentiality and Integrity – services that protect data and messages from disclosure or modification.  Encryption provides confidentiality; digital signature provides integrity by applying cryptography to ensure that data is authentic and has not been modifying during storage or transmission.

· Accountability – services that ensure principals are accountable for their actions.  Security auditing provides a record of security-relevant events and permits the monitoring of a principal’s actions in a system.  Non-repudiation provides irrefutable proof of data origin and receipt.

· Security Policy and Administration – defines the security policy maintenance life cycle embodied in user profiles, authentication, authorization, and accountability mechanisms as well as other data relevant to the security framework.

5.5.1
Secure Socket Layer and HTTPS

Secure Socket Layer (SSL) is a session layer protocol for sending encrypted information over a network.  The current standard is Secure Socket Layer 3.0.  SSL has become the standard means to encrypt data between a web browser and a web server.  The use of SSL with HTTP is called HTTPS. 

Applied to Node Information Services, HTTPS provides an encrypted channel with confidentiality, integrity and one-way or two-way authentication.

Server authentication may be provided by a server-side PKI digital certificate that authenticates the server to the client.  Client authentication may be provided using a choice of mechanisms, such as HTTP Basic Authentication (username/password) or a client side PKI digital certificate. 

GUIDANCE (23): Depending on the threat environment and security requirements, Node Information Services may use HTTP with Secure Socket Layer 3.0 to establish a secure, encrypted channel between a service requestor and service provider.  Furthermore, Node Information Services may employ PKI certificates for server authentication and PKI certificates for client authentication.  This guidance is consistent with that provided in the WS-I Basic Profile 1.0a. 

5.5.2
Transition from SSL (and HTTPS) to Message-Based Security

Secure Socket Layer is a point-to-point security mechanism that can secure messages between two nodes.  In some cases, point-to-point security will be sufficient for Node Information Services.  However, in other cases, messages exchanged with a Node Information Service may pass through two or more nodes, and will require end-to-end security.

Message-based security services are needed to implement end-to-end security.  Each message may need to be individually encrypted, signed, and carry authentication and authorization information that can be passed to multiple nodes and Node Information Services. The next section outlines the evolving standards that provide the basis for end-to-end, message-based security.

5.5.3
Message-based Security

W3C and OASIS are developing standards for message-based security that will provide an end-to-end security solution by securing individual XML messages. 

Standards are needed to provide confidentiality and integrity of XML messages, as well as to carry authentication and authorization information in messaging protocols.  The following sections describe the standards in progress to achieve XML message based security.

GUIDANCE (24):  The security mechanisms described in this section have not been adopted in the WS-I Basic Profile 1.0a and are not permitted as security mechanisms for Node Information Services until such time as the WS-I adopts the standards.

5.5.3.1
XML Encryption and XML Signature

W3C has approved standards for XML Encryption, XML Signature, and XML Key Management.  These are:

· XML Encryption Syntax and Processing - W3C Recommendation 10 December 2002  

· XML-Signature Syntax and Processing - W3C Recommendation 12 February 2002  

· XML Key Management Specification (XKMS) - W3C Note 30 March 2001  

These three standards provide an interoperable solution for encrypting and signing XML messages between C2 nodes.  

5.5.3.2
Authentication and Authorization

OASIS is developing WS-Security, a set of standards for web services security.  SOAP Message Security, Draft 11 - 03 March 2003   extends the SOAP protocol to include a security token in a SOAP Header.  A security token can carry any type of security context information, such as an authentication token (e.g., PKI certificate, Kerberos ticket).

The Security Assertion Markup Language (SAML) provides the means to represent authentication and authorization information in XML, and a platform independent way to exchange security information.  The current standard from OASIS is Security Assertion Markup Language - SAML 1.0 Specification Set - 5 Nov-2002.    This standard is important because different platforms such as J2EE, .NET and CORBA do not currently have interoperable security mechanisms.  SAML is already being implemented in products that provide web single-sign-on, and is expected to be implemented by application server vendors.  WS-Security supports the use of a SAML token in the SOAP header.

A closely related standard is eXtensible Access Control Markup Language - XACML 1.0 Specification Set - 18 Feb. 2003  .  XACML is a general purpose access control language based on XML but not limited to work only with SAML.  It is expected that XACML will be used on conjunction with SAML to implement both authorization and access control descriptions in XML.

Used in conjunction with one another, WS-Security, SAML and XACML provide the standards basis for interoperable security between C2 Nodes.

5.5.4
Authorization

Given the scope and spread of users and resources in the Navy C2 Enterprise, rules for access to resources cannot be fine grained to the individual level, but rather broadly given to users with specific security attributes or roles.  The roles may represent competency (rank, position, or training), authority, responsibility, or specific assignments.  These types of authorizations are called Role Based Access Controls (RBAC).” 

GUIDANCE (25): Node Information Services must use the security services provided by C2 node infrastructure to implement authorizations based on RBAC.  

5.5.5
Security Policy and Administration

A C2 Node is associated with a single security policy that defines the permissions for enterprise and C2 Node entities to access the C2 Node’s resources.  The boundaries of the Node Platform, including networks, need to be secure.  The mechanisms for securing the Node Platform will be part of the platform.  Local administrative functions are associated with each Node Platform.

GUIDANCE (26): Authorization to access a Node Information Service must be governed by the security policy at a C2 Node and enforced by the security infrastructure at a C2 Node.  The GIG-ES or CII Privilege Management Infrastructure (PMI) services may also supplement C2 node security infrastructure.

6.0
Web Services Interoperability Organization (WS-I)

The Web Services Interoperability Organization (WS-I) is an open industry consortium chartered to promote web services interoperability across platforms, applications, and programming languages. The organization brings together a diverse community of web services leaders to respond to customer needs by providing guidance, recommended practices, and supporting resources for developing interoperable web services.

The organization’s deliverables are targeted at providing resources for any web services developer to create interoperable web services, and verify that their results are compliant with both industry standards and WS-I recommended guidelines.

WS-I provides three main products:

· WS-I Profile 12– A set of non-proprietary web services specifications, along with clarifications and amendments to those specifications, which promote interoperability. 

· Sample Applications – A set of web services that are implemented by multiple WS-I team members to identify where interoperability issues are present.  A complete Sample Application is specified in the WS-I Sample Application Supply Chain Management Architecture.

· Test Tools and Suites - conformance testing tools and test cases, including:

· Sniffer: Tools to monitor and log interactions with a web service. This tool generates a file that can later be processed by the analyzer. 

· Analyzer: Tools that processes sniffer logs and to verify that the web service implementation is free from errors.

GUIDANCE (27): Developers should use the WS-I Sample Application as a model for implementing and documenting Node Information Services.  Developers should use available WS-I tools to verify that a Node Information Service implementation is compliant with the WS-I Basic Profile.

6.1
WS-I Basic Profile Version 1.0a

The WS-I Basic Profile Version 1.0a is the first profile issued by the WS-I.  It includes the following specifications and defines extensibility points within them:

6.1.1
Messaging

· Simple Object Access Protocol (SOAP) 1.1.

· Extensible Markup Language (XML) 1.0 (Second Edition)

· RFC2616: Hypertext Transfer Protocol—HTTP/1.1

· RFC2965: HTTP State Management Mechanism

6.1.2
Service Description

· Web Services Description Language (WSDL) 1.1

· XML Schema Part 1: Structures

· XML Schema Part 2: Datatypes

6.1.3
Service Publication and Discovery

· UDDI Version 2.0.4 API Specification, Dated 19 July 2002

· UDDI Version 2.0.3 Data Structure Reference, Dated 19 July 2002

· UDDI Version 2 XML Schema

6.1.4
WS-I Profile Conformance

Conformance to the WS-I Profile is defined by adherence to the set of requirements in three areas:

1. Messaging – protocol elements that are exchanged, usually over a network, to effect a web service (i.e., SOAP/HTTP messages).

2. Service Description – descriptions of types, messages, interfaces and their concrete protocol and data format bindings, and the network access points associated with web services (i.e., WSDL descriptions).

3. Discovery – statements about web services that are used to discover their capabilities (e.g., UDDI tModels).

GUIDANCE (28): Node Information Services must be developed in accordance with the conformance requirements in the WS-I Basic Profile 1.0a.

7.0
Applying Web Services to Acquisition Programs

Existing programs may wrap legacy applications with web services technology.  If done well, wrapping a legacy application with a web service interface exposes the value invested in the legacy application to a wider community of users.  A learning curve is expected for organizations when first entering into development with web service technology.  

Web services work best when they are coarse-grained.  Code re-factoring may be considered when wrapping legacy applications with web services.  An abstraction layer may be appropriate such that a single web service invocation may involve a sequence of method calls to the legacy code.

GUIDANCE (29): For new development, developers should align their development processes to support Node Information Services.  It is important to define and expose application interfaces using WSDL early, and reuse existing work as appropriate.  Publishing service interfaces in service registries where available will help form communities of interest with the potential for reuse.  The use of a service registry as to facilitate collaboration among design-time communities of interest is encouraged.

Appendix A – Guidance Checklist for Node Information Services

SAMPLE CONTRACT LANGUAGE - “Node Information Services (NIS) – The system shall implement external interfaces to other Nodes in accordance with published GUIDANCE for inter-nodal information exchange.  When implementing XML-based web services on Nodes, the system shall conform to the technical GUIDANCE contained in Node Information Services – Guidance for Implementing Web Services on C2 Nodes.

GUIDANCE (1): In a Service Oriented Architecture business functions are provided as services that may be invoked by one or more clients.  Services expose business functions through well-defined interfaces that separate implementation from interface.  This promotes flexibility and reuse, and enables complex software systems to be composed from stable interfaces rather than through brittle implementation mechanisms.

GUIDANCE (2): A Node Information Service is a mission capability within a C2 node provided as a web service. Node Information Services enable XML-based, machine-to-machine communication within and across C2 nodes.

GUIDANCE (3): In terms of the Global Information Grid - Enterprise Services (GIG-ES), a Node Information Service corresponds to a Community of Interest (COI) service.  This distinguishes a Node Information Service from a Core Enterprise Service in GIG-ES.

GUIDANCE (4): A Node Information Service has the following properties:

20. Identification and Location:  A Node Information Service is identified and addressed by a Universal Resource Identifier (URI).  (A URL is a special case of a URI.)

21. Interface Description: A Node Information Service has a public interface described in XML that exposes mission capabilities and information as XML messages.

22. Messaging: A Node Information Service uses XML messages for communication.

GUIDANCE (5): The key technologies in a web service are:

· Web Services Description Language (WSDL) – the language used to describe the interface to a web service in XML.  WSDL maps the internal data and operations of an application or business function to an external representation as XML messages.

· Simple Object Access Protocol (SOAP) – an XML-based messaging protocol used to communicate with a web service.  SOAP provides a structured message format for communicating XML information.

GUIDANCE (6): Node Information Services must be identified by URIs (or URLs).  Optionally, Node Information Services may be listed in a service registry.

GUIDANCE (7): This version of Node Information Services guidance adopts the use of WSDL 1.1 as specified by WS-I Basic Profile Version 1.0a.  Node Information Services must be implemented according to the constraints specified in the WS-I Basic Profile Version 1.0a.

GUIDANCE (8): WSDL has the capability to import message descriptions from an XML Schema file.  All XML schema files imported into WSDL must be registered under the appropriate namespace in the DoD XML Registry.

GUIDANCE (9): As a minimum requirement, a WSDL file must be stored in a file accessible via URL and HTTP.

GUIDANCE (10): As the technologies described Section 5.2.1 mature, they may be incorporated into future versions of Node Information Services to complement the WSDL foundation for interface description; however they are not currently approved for use in Node Information Services.

GUIDANCE (11): The current standard is Simple Object Access Protocol (SOAP) 1.1.    Node Information Services must comply with SOAP 1.1 and additional constraints defined in the WS-I Basic Profile Version 1.0a.

The W3C XML Protocol Working Group has produced a standards-track revision, SOAP 1.2.  SOAP 1.2 is now a Recommendation.  SOAP 1.2 is similar to SOAP 1.1, but refines some of the underlying concepts.  A SOAP 1.1 message is distinguished from a SOAP 1.2 message by the XML namespace used in the envelope, and by the MIME media type.

GUIDANCE (12):  Node Information Services must not use SOAP 1.2 until the standard is mature and adopted by WS-I.  An update to this Node Information Service guidance will be provided to incorporate future standards updates.

GUIDANCE (13): SOAP headers provide an extension mechanism for SOAP.  Web service specifications, such as WS-Security and others, provide SOAP extensions that rely on SOAP header blocks.  Additional SOAP header blocks may need to be defined for net-centric enterprise operations.  The use of SOAP header blocks must be consistent with the WS-I Basic Profile 1.0a.

GUIDANCE (14):  Node Information Services include those bindings allowed by WS-I Basic Profile Version 1.0a.  Currently this is limited to one binding:  SOAP/HTTP.  Other bindings such as HTTP GET/ POST and MIME are not allowed in WS-I Basic Profile 1.0a.

GUIDANCE (15): Node Information Services must not implement JMS bindings.

GUIDANCE (16): Node Information Services must not implement SMTP and email bindings.

GUIDANCE (17): Node Information Services must not implement BEEP interfaces.

GUIDANCE (18):  Node Information Services do not require XML validation of information contained in SOAP messages.   The decision to require XML validation or not is left to the discretion of Node Information Service provider.

GUIDANCE (19):  The use of Business Object Documents (BODs) and associated XML Schema is left to the discretion of the Node Information Service provider.  BODs are a useful means for structuring business objects in XML; however, they are not a required part of Node Information Services.

GUIDANCE (20): Node Information Services must not implement XML-RPC.

GUIDANCE (21): It is expected that a service registry will be provided as part of the GIG-ES or a Community of Interest (COI).  In addition, C2 node managers may also provide a service registry for a C2 node.  Publishing Node Information Services to a service registry is left to the discretion of the Node Information Service provider. 

GUIDANCE (22):  Node Information Services adopts the following guidance on service registries consistent with the WS-I Basic Profile 1.0a: when publication or discovery of service information is required [at the discretion of a Node Information Services provider], UDDI is the registry implementation technology.  The WS-I Basic Profile 1.0a incorporates the following specifications:

· UDDI Version 2.04 API Specification, Dated 19 July 2002

· UDDI Version 2.03 Data Structure Reference, Dated 19 July 2002

· UDDI Version 2 XML Schema

GUIDANCE (23): Depending on the threat environment and security requirements, Node Information Services may use HTTP with Secure Socket Layer 3.0 to establish a secure, encrypted channel between a service requestor and service provider.  Node Information Services must employ mutual (two-way) authentication between client and server when using PKI certificates.

GUIDANCE (24):  The security mechanisms described in Section  5.5.3 have not been adopted in the WS-I Basic Profile 1.0a and are not permitted as security mechanisms for Node Information Services until such time as the WS-I adopts the standards.

GUIDANCE (25): Node Information Services must use the security services provided by C2 node infrastructure and implement authorizations based on Role Based Access Controls (RBAC). 

GUIDANCE (26): Authorization to access a Node Information Service must be governed by the security policy at a C2 Node and enforced by the security infrastructure at a C2 Node.  The GIG-ES or CII Privilege Management Infrastructure (PMI) services may also supplement C2 node security infrastructure.

GUIDANCE (27): Developers should use the WS-I Sample Application as a model for implementing and documenting Node Information Services.  Developers should use available WS-I tools to verify that a Node Information Service implementation is compliant with the WS-I Basic Profile.

GUIDANCE (28): Node Information Services must be developed in accordance with the conformance requirements in the WS-I Basic Profile 1.0a.

GUIDANCE (29): For new development, developers should align their development processes to support Node Information Services.  It is important to define and expose application interfaces using WSDL early, and reuse existing work as appropriate.  Publishing service interfaces in service registries where available will help form communities of interest with the potential for reuse.  The use of a service registry as to facilitate collaboration among design-time communities of interest is encouraged.

Appendix B – Technology Standards Forecast

Table 1 provides a forecast of technology standards applicable to Node Information Services.

Legend:

O
Operational.  Implementation of the standard is mature enough to use in operational systems.

E
Exercise.  Standard is mature enough to be considered for operational exercises, such as, ATD, ACTD, JEFX, etc.

D
Developmental.  Standard is under development and evolving.  Products using it are either not available or not widely implemented.

A
Avoid.  Standard may be superceded by a different standards or newer version.

Table 1.  Technology Standards Forecast

	Technology Standards Forecast

	Standard
	CY2003
	CY2004
	CY2005
	CY2006
	CY2007

	SOAP 1.1 
	OED
	OED
	OE
	O
	

	SOAP 1.2 
	D
	ED
	OE
	O
	O

	WSDL 1.1 
	OED
	OED
	OE
	O
	

	WSDL 1.2 
	D
	ED
	OE
	O
	O

	UDDI v2 
	ED
	OED
	OE
	OE
	O

	UDDI v3 
	D
	ED
	OED
	OE
	O

	SOAP w/ Attachments (2000-12) 
	A
	
	
	
	

	SOAP w/ Attachments (2003-04) 
	D
	
	
	
	

	WS-Attachments 
	D
	
	
	
	

	ebXML MSG v2 
	D
	
	
	
	

	ebXML RIM v2 
	D
	
	
	
	

	ebXML RS v2 
	D
	
	
	
	

	ebXML CPPA v2 
	D
	
	
	
	

	SAML v1 
	ED
	OED
	OE
	
	

	XACML v1 
	D
	
	
	
	

	WS-Security - Core 
	ED
	
	
	
	

	WS-Security – Profiles (OASIS) 
	D
	
	
	
	

	WS-Security (2002-04) 
	A
	
	
	
	

	BPEL4WS 
	D
	
	
	
	

	WSCI 
	D
	
	
	
	

	BPSS 
	D
	
	
	
	

	WSFL 
	A
	
	
	
	

	WS-Addressing 
	D
	
	
	
	

	WS-Reliable Messaging 
	D
	
	
	
	

	WS-Secure Conversation 
	D
	
	
	
	

	WS-Trust 
	D
	
	
	
	

	WS-Transactions 
	D
	
	
	
	

	WS-Coordination 
	D
	
	
	
	

	WS-Security Policy 
	D
	
	
	
	

	WS-Policy Attachment 
	D
	
	
	
	

	WS-Policy Assertions 
	D
	
	
	
	

	WS-Policy 
	D
	
	
	
	

	WSCL 
	A
	
	
	
	

	SOAP 1.2 Msg Normalization 
	D
	
	
	
	

	WS-Reliability 
	D
	
	
	
	

	WS-CallBack 
	D
	
	
	
	

	WS-Acknowledgement 
	D
	
	
	
	

	WS-Message Data 
	D
	
	
	
	

	SOAP in BEEP 
	D
	
	
	
	

	SOAP Conversation 
	A
	
	
	
	

	OWL 
	D
	
	
	
	

	DAML-S 
	D
	
	
	
	

	XTM 
	D
	
	
	
	

	Schema Centric C14N 
	D
	
	
	
	


Appendix C – Glossary

Application Server — An application server is a middle-tier application that combines three components: pieces for communicating with back-end systems; pieces for communicating with front-end clients; and a framework upon which business logic can be hung.  Architecturally, application servers reside on the middle tiers of an N-tier architecture.  Application servers often combine multiple middleware services into a single product.

C2 Enterprise — The set of all systems, processes, and users with primary responsibility for command and control of forces.  The C2 Enterprise includes the communications networks (or portions of their capability) used for C2.  It does not include sensors per se, but does include all data feeds from sensors to C2 systems.  It does not include vehicles, buildings, or warfighters, even where involved in executing combat missions.

C2 Node — A set of operational capabilities (derived from the Operational View of the C2 Enterprise-level Architecture) that provides warfighting capability at a specific location or set of locations, and is managed as a weapon system.

Common Integrated Infrastructure (CII) — The information management, information assurance, and information movement functions that support the C2 Enterprise.

Community Of Interest (COI) — A collection of people that are concerned with the exchange of information in some subject area.  The community is made up of the users/operators that actually participate in the information exchange; the system builders that develop computer systems for these users; and the functional proponents that define requirements and acquire systems on behalf of the users.  The subject area is the COI domain – whatever the people in the COI need to communicate about.  In order for the systems and organizations to communicate, to have data interoperability, the people in the COI must all know and understand the consensus definitions for the data they will exchange.  These consensus definitions are captured in the Common Data Representation (CDR) for the COI domain.

Component — A component is a reusable software building block: a pre-built piece of encapsulated application code that can be combined with other components and with handwritten code to rapidly produce a custom applications.  Although many components are implemented as objects, a component does not have to be an object.  A component only needs to package program functionality in a way such that the capabilities of the component are discoverable by the container during assembly and at run time.

Container — Component execution systems provide containers for the server components and automate the shared use of resources.  The container insulates the component from the runtime platform and manages all resources on behalf of the component and manages all interfaces between the component and the external systems.  For example, a web browser is a container for HTML pages.

DARPA Agent Markup Language - Services (DAML-S) — A service description standard being developed by DARPA to enable users and software agents to be able to automatically discover, invoke, compose and monitor web services.

Domain — A distinct functional area that can be supported by a family of systems with similar requirements and capabilities.  An area of common operational and functional requirements.

ebXML — The OASIS standard for electronic business interchange based on XML.

Enterprise — An organization (or cross-organizational entity) supporting a defined business scope and mission.  An enterprise includes interdependent resources (i.e., people, organizations, and technology) that must coordinate their functions and share information in support of a common mission (or a set of related missions).

Enterprise Architecture — The overarching framework of an organization within which the various levels of IS development are considered, including Business Architecture, Information Architecture, Data Architecture, Systems Architecture and Computer Architecture.

Enterprise Service — A service with a common, enterprise-wide, implementation. Portions of the implementation may execute locally.

eXtensible Markup Language (XML) — A language that separates the definition, transmission, validation, and interpretation of data between applications from the display of the data by using designer specified tags for the data.  It is a meta-markup language that allows designers to create their own customized tags, enabling definition, transmission, validation, and interpretation of data between applications and between organizations.

Global Information Grid (GIG) — The globally interconnected, end-to-end set of information capabilities, associated processes, and personnel for collecting, processing, storing, disseminating, and managing information on demand to warfighters, policy makers, and support personnel.  The GIG includes all owned and leased communications and computing systems and services, software (including applications), data, security services, and other associated services necessary to achieve Information Superiority.  It also includes National Security Systems (NSS) as defined in section 5142 of the Clinger-Cohen Act of 1996. The GIG supports all DoD, National Security, and related Intelligence Community (IC) missions and functions (strategic, operational, tactical, and business) in war and in peace.  The GIG provides capabilities from all operating locations (bases, posts, camps, stations, facilities, mobile platforms, and deployed sites).  The GIG provides interfaces to coalition, allied, and non-DoD users and systems.

Hypertext Markup Language (HTML) — The language used to tag various parts of a web document so browsing software will know how to display that document's links, text, graphics and attached media.

Hypertext Transfer Protocol (HTTP) — The protocol used to transfer web content between a web server and web client, such as a browser.

Information Assurance (IA) — Information operations that protect and defend information and information systems by ensuring their availability, integrity, authentication, confidentiality, and non-repudiation.  This includes providing for restoration of information systems by incorporating protection, detection, and reaction capabilities.

Information Dissemination — Dissemination is the life cycle stage that provides access to information through transmission or publication through use of established information delivery channels.  It's the act of delivering information from a given point to intended destinations.

Information Management (IM) — The creation, use, sharing, and disposition of information as a resource critical to the effective and efficient operation of functional activities.  The structuring of functional processes to produce and control the use of data and information within functional activities, information systems, and computing and communications infrastructure.

Information Superiority — The capability to collect, process, and disseminate an uninterrupted flow of information while exploiting or denying an adversary’s ability to do the same. Information Superiority is achieved in a non-combat situation or one in which there are no clearly defined adversaries when friendly forces have the information necessary to achieve operational objectives.

Information Technology (IT) — Any equipment or interconnected system or subsystem of equipment that is used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information.  The term “information technology” includes computers, ancillary equipment, software, firmware and similar procedures, services (including support services), and related resources.

Integration — Identifies functional and data commonalties among systems and eliminates redundancy by aggregating these aspects into a reduced number of modernized data systems in a shared environment.  Bringing applications into the shared environment can include some or all of the following; moving systems onto a common infrastructure; sharing data to provide a single logical authoritative source, view and interpretation of data; sharing code for common functions that can reduce code maintenance costs across separate applications; and standardization of user interfaces to provide a common look and feel.

Infrastructure — Common or shared services, implemented in hardware and/or software, that allow multiple applications to simultaneously manipulate, store, and transfer information in a secure manner.  Examples: network management, routing/addressing, information brokerage, intrusion detection and sensor correlation, encryption, decision aids, operating systems, WANs, LANs, routers, terminals, AIT devices, printers, and servers.

Integration Platform — The collection of hardware and software components that provide the services used by support and mission-specific software applications.  The integration platform is defined as the set of resources that support the services on which application software will execute.  It provides services at its interfaces that, as much as possible, make the implementation-specific characteristics of the platform transparent to the application software.  Also called Node Platform.

Interoperability — 

· The ability of two or more systems, units, or components to provide services to and accept services from other systems, units, or components and to use the services so exchanged to enable them to operate effectively together.

· The condition achieved among communications-electronics systems or items of communications-electronic equipment when information or services can be exchanged directly and satisfactorily between them and/or their users.  The degree of interoperability should be defined when referring to specific cases.

· The ability to operate software and exchange information in a heterogeneous network (i.e., one large network made up of several different local area networks).

· Systems or programs capable of exchanging information and operating together effectively.

Java Messaging Service (JMS) — The Java application programming interface to messaging services. 

Loosely-coupled — An architecture for multicomputer systems based upon a message-passing communication architecture.  Such architecture allows for a greater degree of independence among the systems, which simplifies interoperability and interfacing issues.

Mission Application — Any information system employed by users to produce, analyze, present, and act upon information to achieve specific mission duties.  An application that performs a specific Air Force function.

N-tier architecture — Three-tier architectures place an intermediate component between the client and the server.  This enables the support for thin clients and distributed processing. In a typical three-tier architecture, the first layer houses the data store, the second layer is where the programs/business logic are located and the third layer is the client.  Multiple tiers provide a flexibility and interoperability that has resulted in systems with more than these three layers of service.  Known as n-tier architectures, they are generalizations of the three-tier architecture, with each layer providing a different level of service to the layers above and beneath it.  The N-tier perspective considers the network to be a pool of distributed services, rather than simply the means for a client to access a single server.

Node Information Service (NIS) — Mission capability deployed as a service at a C2 node, based on a Service Oriented Architecture and web service implementation standards.

Node Manager — A Node Manager is the organization responsible for integrated planning, acquisition and delivery of integrated, tested, certified C2 Node systems, sub-systems, components, and services pertaining to that C2 Node.

Node Platform — The collection of hardware and software components that provide the services used by support and mission-specific software applications.  The integration platform is defined as the set of resources that support the services on which application software will execute.  It provides services at its interfaces that, as much as possible, make the implementation-specific characteristics of the platform transparent to the application software.  Also called Integration Platform.

Web Ontology Language (OWL) — A language from the W3C to express semantics of information on the web.

Reference Architecture — The highest-level (i.e., fundamental, unifying) concept of a system in its environment.  For the C2 Enterprise Reference Architecture:

· System: the C2 Enterprise

· Environment: Proponents, Builders, and Operators

Service Oriented Architecture (SOA) — A software architecture that exposes business functions as services that can be reused by multiple clients.  Services have a well-defined interface.

Simple Mail Transfer Protocol (SMTP) — The Internet protocol for sending email messages.

Simple Object Access Protocol (SOAP) — The XML-based messaging protocol specified by the W3C for communicating with a web service.

Tightly-coupled — A computing model where application design depends upon a tight interconnection of all subsidiary elements.  The complexity of these connections requires that developers thoroughly understand and have control over both ends of the connection; moreover, once established, it is exceedingly difficult to extract one element and replace it with another.

Universal Description, Discovery and Integration (UDDI) — The OASIS standard for publishing meta-data about web services to aid in their lookup and discovery.

Universal Resource Identifier (URI) — The standard for naming and addressing resources on the web.

Universal Resource Locator (URL) — The standard for addressing resources on the web.  URLs are a specific case of URIs.

Web Service — A programmatic interface for application-to-application communication over the World Wide Web.  A web service is a software application or component that can be accessed over the Internet using a vendor/platform/language-neutral data interchange format to invoke the service and supply the response, using a rigorously defined message exchange pattern, and producing a result that is sufficiently well-defined to be processed by a software application.

Web Service Description Language (WSDL) — The XML-based language specified by the W3C for describing the interface to a web service
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Appendix J – Net-centric Enterprise Solutions for Interoperability (NESI)

NESI is a joint effort between the U.S. Navy (PEO, SPAWAR) and the U.S. Air Force to provide a technical architecture, implementation guidance and a set of reusable software components that can facilitate the design, development, maintenance, evolution, and usage of information systems that support NCW.

A NESI technical implementation guidance document is currently in development and will be included in the next version of the Architecture and Standards, Volume 2 document.  This document will be the technical Implementation Guidance for use by Government Program Managers and DoD contractors for building information systems conforming to the Net-Centric Warfare (NCW) environment.
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