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1.0  Introduction

This document defines the joint NAVSEA/Crane Division strategy for the implementation of the Navy Marine Corps Intranet (NMCI) at the Crane, Indiana, site. 

1.1  Purpose

The purpose of this document is to define requirements; and, plan and execute deployment of NMCI at the Naval Surface Warfare Center (NSWC) Crane Division.  The front matter of this document contains transitional information as it pertains to Crane Division corporately.  The appendices of this document contain supporting documents and a separate appendix for each Business Unit and entity co-located at Crane.  The appendix of each Business Unit/entity will describe their mission, current IT infrastructure and requirements; and, will be used to facilitate conversations between Business Unit/entity representatives and the NMCI Contractor.  See Appendix A for a listing of acronyms. 

1.2  NMCI

1.2.1  Background

In late 1999, the Secretary of the Navy directed the establishment of NMCI to provide enterprise-wide, end-to-end information network capability.  The practice of Department of the Navy (DON) commands procuring, administering and operating their own information systems is expensive, vulnerable and inefficient.  This approach requires uniquely trained personnel to operate, maintain and integrate what are often times totally disparate systems.  This variety of applications and security mechanisms impedes the sharing of knowledge and information, and increases training costs.  NMCI provides improved voice, video and data service to all Navy activities enabling process improvements in warfare and warfare support.  The Program Executive Officer, Information Technology (PEO-IT) was established and directed to procure NMCI as a service, based on key measures of performance, applied against a Design Reference Mission (DRM), and at a fixed price per seat cost.  Subscription to NMCI service is mandatory for all Navy Commands and once the contract is awarded, commands are required to transition from their current network to NMCI.

1.2.2  Objective

Navy and Marine Corps personnel use Information Technology (IT) to support core business, scientific, research, computational activities and warfighting of the DON.  Objectives of the DON are to provide secure, universal and interoperable network-based services to the Naval Enterprise.  The NMCI service area includes the Continential United States (CONUS), Hawaii, Guantanamo Bay (Cuba), Puerto Rico and Iceland for an estimated 360,000 Navy and U. S. Marine Corps (USMC) Uniform and civilian workforce members (which includes 6,000 USMC reserve seats) in addition to approximately 80,000 Navy Selected Reserve force members.

1.2.3  Scope

The scope of this effort includes all necessary infrastructure to ensure the transmission of voice, video and data information to meet the quality of service requirements, as well as maintenance, training and operation of that infrastructure.  Under NMCI the service provider will own and maintain all required desktop and network hardware and software, and provide all required IT services.  In addition, all existing infrastructure at these sites may be made available for use by the Contractor in providing the complete IT infrastructure.  The NMCI service provider will ensure that the transition from the current operational environment to the enhanced environment takes place without impacting ongoing operations.  The Initial Operational Capability (IOC) of the NMCI is defined as every Navy and Marine Corps user having the ability to order and receive all data services of the NMCI by the end of calendar year 2001.

1.3  NSWC Crane Division

1.3.1  Background

The Division physically occupies 100 square miles (62,000 acres) in Southwestern Indiana with 650,000 tons of ordnance storage capacity.  NSWC Crane is the 12th largest single-site employer in Indiana employing 3,280 Government (Navy) and 300 on-site Contractor personnel occupying 150 office and production buildings.  The Fallbrook, California, Detachment (UIC:  32893) employs approximately 110 civilians and 49 contractors, and will transition to NMCI in parallel with the Crane, IN, site.  The Division acts as host for the Crane Army Ammunition Activity (CAAA) and provides support for CAAA's 652 Government (Army) employees occupying 60 office and production buildings.  IT investments support Crane's mission to provide low-cost, quality, responsive acquisition, engineering, logistics and maintenance for the Fleet's weapon and electronic systems, ordnance and associated equipment and components in partnership with industry, academia and other government activities.  Crane's product engineering responsibilities focus on improving performance, reducing total ownership cost and improving Fleet support in the areas of:  Electronic Warfare; Microelectronic Technology; Electronic Module Test and Repair; Microwave Components; Acoustic Sensors Test; Physical Security; Gun Weapon Systems; Small Arms; Conventional Ammunition Engineering; Pyrotechnics; Electrochemical Power Systems; Radar Engineering and Industrial Support; and, Night Vision/Electro-Optics.

Various tenant activities, specialized areas and on-site contractors are located at Crane.  Refer to Appendices BE through CP for specific information relating to tenant and other entities co-located at Crane. 

1.3.2  Transition Objectives

· Minimize Costs

· Establish Clear Scope and Objectives

· Identify and Mitigate Project Complexities/Risks

· Establish Milestones and Progress Tracking

· Compare Actual-To-Predicted Outcome

· Minimize Customer Disruption

1.3.2.1  Transition Objectives Score Card


Objectives
Estimate/ Baseline
Actual
Resolved

1
Minimize Costs:




1.a.
How close to estimated cost?
$6.7M



2
Establish Clear Scope & Objectives




2.a.
Number of Servers I




2.b.
Number of Other Networked Devices




2.c.
Number of Legacy Systems




2.d.
Number of User Profiles




3
Identify & Mitigate Project Complexities/Risks




3.a.
Number Identified as HIGH




3.b.
Number Identified as MEDIUM




3.c.
Number Identified as LOW




4
Establish Milestones & Progress Tracking (See POAM)




5
Compare Actual-To-Predicted Outcome




5.a.
Average Number of Desktop Installations Per Day
25



5.b
Average Number of Help Desk Calls Per Month
500



6
Minimize Customer Disruption




6.a.
Average Number of Days to Transition Individual Business Units
5



6.b.
Average Number of Days to Transition Individual Buildings
3



1.3.3  Scope

Other than telephone services, PDA support and specifically excluded IT services, Crane Division is required to use the NMCI contract for "basic" and "optional" items.  Business Unit managers and their designates will participate in NMCI implementation planning and will subsequently make NMCI-related decisions within their respective business units.  Conflicts will be resolved by Code 05, Management Systems Directorate.

1.3.4  Direct Mission IT Support

Implementation of NMCI must provide initial and long-term support to the direct mission of Crane Division.

1.3.4.1  Mission Statement

To provide low cost and responsive acquisition, engineering, logistics, and maintenance for the Fleet's weapon and electronic systems, ordnance, and associated equipment and components.  This will be accomplished in partnership with industry, academia, and government activities.

1.3.4.2  Vision Statement

To Become the Navy's Best, Fully Integrated, Acquisition and Fleet Support Organization

1.3.4.3  Crane Core Equity

See Figure 1 Crane Core Equity below.
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Figure 1 Crane Core Equity

1.4  Executive Summary 

Crane Division has taken initial steps to ensure an efficient and effective transition to NMCI by: 

· Establishing NMCI Transition Team and Membership

· Attending Business Case Analysis (BCA) Site Survey Coordination Conference in November 1999

· Participating in BCA Site Survey

· Documenting IT infrastructure

· Establishing a local web site to disseminate NMCI information to Crane Division personnel

· Briefing NMCI to local Business Units

· Initiating data call of Division legacy systems, i.e., servers, software applications

· Providing resource to participate in source selection/evaluation of proposals

· Developing NMCI Transition Plan

· Participating in a working session with NAVSEA NMCI Project Office

· Facilitating workshop with Business Unit managers to develop NMCI funding strategy

· Briefing IT Council on NMCI strategic funding preferences of Business Unit managers

· Hosting "Due Diligence" for three vendors

· Facilitating second round of pre-award briefings to Business Units to define transition documentation requirements

· Extensive base-wide IT data collection effort

· Hosting NAVSEA NMCI Transition Planning Workshop for early adopters 

· Briefing Business Units after contract award

· Mapping requirements to Contract Line Item Numbers (CLINs)

2.0  Transition Strategy

2.1  NMCI Transition Team

2.1.1  NMCI Site Action Officer

· Tony Haag, Manager, Information Systems Department

· DSN:  482-1961/Commercial:  812-854-1961

· Email:  Haag_Tony@crane.navy.mil

· Responsibilities

· Serve as the primary Crane Division NMCI point of contact

· Interface with the Contractor on NMCI contract issues

· Define Crane Division NMCI requirements

· Ensure funding availability for delivery orders

· Monitor customer satisfaction

· Monitor NMCI transition

· Provide metrics and reporting statistics on contract

· Identify floor space to be used by Contractor

2.1.2  Activity/Site Transition Point of Contact (POC)

· Primary:  Jan Strawn

· DSN:  482-2219/Commercial:  812-854-2219

· Email:  Strawn_Jan@crane.navy.mil

· Alternate:  Susan Cox

· DSN:  482-5938/Commercial:  812-854-5938

· Email:  Cox_S@crane.navy.mil

· Alternate:  Dan Weiss

· DSN:  482-3959/Commercial:  812-854-3959

· Email:  Weiss_Dan@crane.navy.mil

· Alternate:  Phyllis Haywood

· DSN:  482-1641/Commercial:  812-854-1641

· Email:  Haywood_P@crane.navy.mil

2.1.3  Communications with Subordinate and Tenant Activities 

The NMCI Site Action Officer provided a NMCI briefing to the CAAA Civilian Executive Assistant and his IT support personnel in April 2000.  All tenant and subordinate activities of Crane Division were subsequently briefed in September 2000 to bring them up-to-date on NMCI and describe data-collection requirements, as applicable.  See Appendices BE through BT for specific AS-IS and TO-BE organizational requirements for tenants of Crane Division.  See Appendix AP for specific information pertaining to the Fallbrook, CA, Detachment.

2.1.4  NMCI Project Manager

· Mark Embree, Business Manager, Information Systems Department

· DSN:  482-3256/Commercial:  812-854-3256

· Email:  Embree_Mark@crane.navy.mil

· Responsibilities

· Fiscal oversight of NMCI implementation

2.1.5  Activity Customer Technical Representatives (ACTR)

· Dan Weiss

· DSN:  482-3959/Commercial:  812-854-3959

· Email:  Weiss_Dan@crane.navy.mil

· Mark Kuhn (Fallbrook, CA, Detachment)

· DSN:  873-3549/Commercial:  812-854-3549

· Email:  KuhnMR@mcpd.navy.mil

· Responsibilities

· Serve as the Activity NMCI POC

· Interface with the Contractor on NMCI Contract issues

· Define the Activity NMCI Requirements

· Ensure funding is available for delivery orders

· Monitor customer satisfaction

· Monitor the NMCI Transition

· Provide metrics and reporting statistics on Contract

· Identify floor space to be used by Contractor

· Review Command Execution Plan (CEP) annually and submit to NAVSEA

· Validate Service Level Agreement (SLA) performance and invoices

2.1.6  NMCI Security Managers

· Paul Sweckard, Information Management (IM) Security

· DSN:  482-5086/Commercial:  812-854-5086

· Email:  Sweckard_Paul@crane.navy.mil

· Responsibilities

· Information Systems Security Oversight

· Data security POC

· Vickie Long, Physical Security

· DSN:  482-5614/Commercial:  812-854-5614

· Email:  Long_Vickie@crane.navy.mil

· Responsibilities

· Physical Security Oversight

· Earle Wolfe, COMSEC Material System (CMS) Account Manager

· DSN:  482-1248/Commercial:  812-854-1248

· Email:  Wolfe_E@crane.navy.mil

· Responsibilities

· Defense Messaging System (DMS) Manager

· Cryptography Manager

· Secret Internet Protocol Router Network (SIPRNET) Manager

2.1.7  Voice, Video and Data Coordinator

· Greg Stanley

· DSN:  482-1277/Commercial:  812-854-1277

· Email:  Stanley_Greg@crane.navy.mil

· Responsibilities

· Provide required information

2.1.8  Legacy Applications Coordinator

· Jan Strawn

· DSN:  482-2219/Commercial:  812-854-2219

· Email:  Strawn_Jan@crane.navy.mil

· Responsibilities

· Focal point for gathering information on legacy systems

2.1.9  Facilities Coordinator

· Bill Hudson 

· DSN:  482-3453/Commercial:  812-854-3453

· Email:  Hudson_B@crane.navy.mil

· Responsibilities

· Locate and provide blueprints, drawings and other physical plant information, as required

2.1.10  Trouble Call/Help Desk Support

· Liz Chattin


· DSN:  482-6200/Commercial:  812-854-6200

· Email:  Helpdesk@crane.navy.mil

· Responsibilities

· Trouble Call/Help Desk support

2.1.11  Human Resources Representative

· Judy Mitchell

· DSN:  482-4252/Commercial:  812-854-4252

· Email:  Mitchell_Judy@crane.navy.mil

· Responsibilities

· Request information to assist in personnel actions

· Identify requirements necessary for Management Retraining Program (CLIN 0033)

· Identify any personnel for first right of refusal

· Coordinate Personnel Transition Office (PTO) movement

2.1.12  Asset Management Representatives

· Phyllis Haywood 

· DSN:  482-1641/Commercial:  812-854-1641

· Email:  Haywood_P@crane.navy.mil

· Responsibilities

· Focal point for asset management

· Interface with Property Management Team (PMT)

· Sharon Roydes (Code 056)

· DSN:  482-1589/Commercial:  812-854-1589

· Email:  Roydes_S@crane.navy.mil

· Responsibilities

· Depreciation of IT assets

2.1.13  Funds Administrator

· Chad Wade 

· DSN:  482-6664/Commercial:  812-854-6664

· Email:  Wade_Chad@crane.navy.mil

· Responsibilities:

· Develop simplified process for transferring charges from indirect to direct

· Issue/Modify Work Requests

· Collect sponsor Job Order Numbers (JONs)

· Process quarterly billings

· Post implementation:  Actually transfer charges using newly developed process

2.1.14  Web Master

· Jil Miller 

· DSN:  482-2804/Commercial:  812-854-2804

· Email:  Miller_Jil@crane.navy.mil <or> Webmaster@crane.navy.mil

· Responsibilities

· Web Master

· Web security     

2.2  Guidelines, Policies and Procedures

2.2.1  NMCI Contractor Constraints

The NMCI Contractor must adhere to standard policies, procedures, etc., while doing business at Crane Division.  The Commander has authority to deny access of any NMCI Contract personnel to resources associated with Crane Division.
2.2.1.1  Location of Underground Facilities

The NMCI Contractor shall verify the elevations of existing piping, utilities and any type of underground obstruction not indicated or specified to be removed and indicated in locations to be traversed by piping, ducts and other work to be installed.  The Contractor shall make application for a "DIGGING PERMIT" prior to beginning any types of excavating (including setting of posts) that are depths greater than 12 inches.  A "DIGGING PERMIT" will be obtained by calling the Work Generation Branch at (812) 854-1455 five working days prior to the scheduled start of work.  Verification of the actual location of more than one underground utility may require a longer lead-time.

2.2.1.2  Federal Regulations

During performance of all work, the NMCI Contractor shall strictly adhere to Environmental Protection Agency (EPA) regulations and Federal Occupational Safety and Health Agency (OSHA) regulations, as well as all applicable state and local requirements.

2.2.1.3  Environmental Protection

The NMCI Contractor shall comply with all applicable environmental protection requirements.  The NMCI Contractor shall comply with federal, state and local laws and with the regulations and standards regarding environmental pollution.  All environmental protection matters shall be accomplished by the Activity Environmental Protection Coordinator, or authorized officials on a no-notice basis during normal working hours.  The NMCI Contractor shall also immediately clean up any oil spills, which result from the NMCI Contractor's operations.  The NMCI Contractor shall comply with the instructions of the Crane Division Medical Department, Code 065, with respect to avoidance of conditions which create a nuisance or which may be hazardous to the health of military or civilian personnel. 

2.2.2  Local Administration

As more specific information is known about the NMCI contract, local policies, processes, procedures and responsibilities will be developed and improved to ensure that NMCI at Crane is consistent, effective and efficient in terms of cost, operational capability and customer satisfaction.
2.2.3  Resource Planning

2.2.3.1  Corporate/Business-Unit NMCI Funding Strategy

The NMCI Transition Team facilitated a workshop with Corporate and Business Unit Managers in mid-March 2000 to develop a NMCI funding strategy.  This strategy was subsequently briefed to the IT Council and approved.  This strategy will amortize "basic" NMCI seat costs across Crane Division into labor rates.  Crane Division will initially pay for NMCI costs from General and Administration funds (G&A), and bill back "optional" NMCI costs to Business Units.  Since FY01 and FY02 labor rates are already set, amortization will not occur until FY03.  For FY01 and FY02, "basic" and "optional" NMCI costs will be billed back to Business Units, which will use Sponsor funding to pay for these services.  
2.2.3.2  Transitional Direct/Indirect Costs for Material, Labor and Contractors

Since NSWC Crane has traditionally operated with a distributed IT management philosophy, it is necessary for individual Business Units and Indirect Directorates to take responsibility for managing their own efforts during data collection, order development and mission execution throughout the transition phase.  The Business Units will use sponsor funds to pay for this effort.  Indirect Directorates will use Crane Indirect funds for this effort. 

2.2.3.3  Post-Transitional Direct/Indirect Costs for Material, Labor and Contractors

The Business Units will pay for both their basic and optional NMCI services using sponsor funding and Indirect requirements will be funded out of Indirect funds.     

2.2.3.4  NMCI Costs Incurred by non-NMCI Contractors

Managers at Crane Division shall track NMCI costs incurred by non-NMCI contractors.  This ensures that the true costs incurred by contractors supporting Crane Division are captured and available for use in determining when Government or private industry is most cost effective.

2.3  Major Planned Investments

2.3.1  Capital Purchase Program

2.3.1.1  Operations Command Center (OCC) in FY01

The Centralized Computing Facility (CCF) located in Building 3173 currently provides connectivity and necessary hardware, operating system software, database software and technical expertise for 24x7x360 support for Crane Division and other NAVSEA activities.  With the continued push to reduce workforce, the OCC will perform more duties without increasing the labor force.  Because of the large number of systems that are supported, a system may sit idle waiting for the next phase to be started while the operator is occupied elsewhere.  The operator may not get to that job for several minutes which delays the completion of production runs.  Running the entire computing facility from one location will increase effectiveness and efficiency by providing personnel with total visibility of all operations, and providing operators the capability of responding immediately to problems and standard operations' requirements.

OCC consists of configuring, purchasing, installing and implementing a Command Console for the purpose of monitoring and performing operations for the 34+ UNIX systems and 15+ NT systems currently operating in the CCF at Crane.  With the centralization of the email servers within Crane proper and the consolidation of the operation functions for the Corporate Business Systems for NSWC Carderock; NSWC Dahlgren; NSWC Port Hueneme; and Naval Warfare Assessment Division (NWAD) Corona, the number of computer systems have gone from two to 49+ since 1994.  The ability to effectively monitor and perform operational functions has become next to impossible.

2.3.2  MILCONs

During construction, POCs from the Public Works Department are Renee Jung (854-6099) and Lynn Meyer (854-3457).

2.3.2.1  Airborne Electronic Warfare Systems Department (Code 802) Structure

A two-floor structure (MILCON) is due for completion on 1 April 2001 that will support NAVAIR work performed at the Crane Division.  This structure connects Building 3241 (a mix of Codes 60 and 80) and Building 3251 (Code 807), consists of 78,000 square feet and will house approximately 100 Government and Contractor personnel organizationally supporting the Airborne Electronic Warfare Systems Department, Code 802.  Offices will be located on the first floor and two laboratories will be located on the second floor.  Upon completion, building numbers 3241 and 3251 will be abolished and Building 3330 will identify the entire complex. 

Beginning October 2000, all IT for the entire complex will be consolidated into the portion of the complex currently identified as Building 3251 (Code 807), e.g., servers, network devices, computer storage, repair facilities, etc.  

2.3.2.2  Advanced Technology Department (Code 605) Structure

Ground-breaking will occur by 1 October 2000 for a two-floor structure (MILCON) that will support work performed at the Crane Division for the Strategic Systems Program (SSP).  This structure is expected to be completed by December 2001; consists of 53,000 square feet of offices and electronics laboratories; and, will house approximately 80 to 100 Government and Contractor personnel organizationally supporting the Advanced Technology Department, Code 605.  To date, the building number has not been assigned to this MILCON, however, the Project Number is P-307.  

2.3.2.3  Special Warfare Branch (Code 4023) Structures

FY03 planning is under way for construction of two structures (MILCON) that will support work performed at the Crane Division for the Expenditury Warfare Program.  One of the two structures is an earth-covered concrete bunker that will be used to perform engineering analyses of ammunition and explosives.  The other of the two structures is one floor; consists of 14,000 square feet of offices, electronics laboratories and a Secure Compartmentalized Information Facility (SCIF); and, will house approximately 40 Government and Contractor personnel organizationally supporting the Special Warfare Branch, 

Code 4023.  This facility will require conductivity to both the local computer networks and to one or more CLASSIFIED computer networks.  To date, the building numbers have not been assigned to this MILCON, however, the Project Number is P-315.

2.3.2.4  Electrochemistry Engineering (Codes 608, 609) Structure

FY04 planning is under way for construction of a two-floor structure (MILCON) that will support battery and circuit card work performed at the Crane Division for a full spectrum of programs:  

· Shipboard and Underwater Systems

· Tactical and Strategic Missiles

· Special Warfare Systems

· Life Support and Survival Systems

· Communication Systems

· Navigational Systems

· Smart Munitions

· Mines and Torpedoes

· Aircraft and Avionics Systems

· Satellites and Space-Based Systems

· Surveillance and Intelligence Systems

· Ground Support Equipment;

· Power Generation Systems

The structure connects to Building 3287; consists of 55,000 square feet of laboratories and offices; and, will house approximately 60 Government and Contractor personnel organizationally supporting the Power Systems Department, Code 609; and, the Electronic Manufacturing Technology Branch, Code 6086.  If this structure is built where Building 2693 currently stands, provisions must be made for maintaining the fiber optic cables, IT backbone, ATM switches/routers and telephone switches located presently in Building 2693.  This MILCON is not currently funded.  To date, the building number has not been assigned to this MILCON, however, the Project Number is P-324.

2.3.3  Distributed Engineering Plant (DEP)

An ATM upgrade is required for Crane Division to become a site on the Navy's DEP.  Becoming a DEP site has triggered the securing of a T3 (45Mbps) connection to the Defense Information Switch Network (DISN)-Leading Edge Services (LES) network.  The DEP project is on "hold" awaiting approval to become part of the DEP.  POC:  Ken Johnson, 854-5275

2.4  Capitalizing IT Assets

The PMT will be heavily involved in updating the Corporate Asset System (CAS) to transfer ownership of IT assets to the NMCI Contractor; and, excessing and depreciating IT assets.  Hardcopy output reflecting affected IT assets is too voluminous to include in this transition plan.  Specific inquiries may be directed to Asset Management Representatives designated in paragraph 2.1.12 of this document.        

2.5  Communication Plan

The learning process for Crane's NMCI Transition Team has been difficult in as much as specific contract information has not been available prior to award of the contract, and modifications to the Request for Proposals (RFP) have been occurring on a frequent basis.  The Transition Team put together a "NMCI Road Show" of known information and assumptions, and proceeded to spend part of January and all of February 2000 briefing 26 Business Units on what was known at the time.  During that same timeframe, numerous Video Teleconferences (VTCs) were held between the NAVSEA NMCI Project Office and the Fallbrook Detachment.; a workshop was held with Business Unit Managers and Project Managers to determine how to fund NMCI; IT Business and Process Reengineering (B&PR) was addressed as it dove-tails with NMCI; the IT Council was briefed; and, preparations were made for NMCI Due Diligence.

The wave that followed consisted of working with one technical directorate, Code 60, to determine the best strategy for collecting data to define Crane's IT infrastructure as a corporation.  During this process, a number of meetings were held with Code 60 personnel and a series of data-collection "tools" were developed using Microsoft Office 97 products.  Final versions of the "tools" were made available to data collectors within Business Units via Microsoft Outlook public folder.  

The NMCI Transition Team devoted the entire month of August and part of September 2000 to a second wave of "NMCI Road Shows" to all 26 Business Units, tenants and on-site contractors.  Attendees consisted of Business Unit Managers, Branch Managers, Project Managers, Financial Analysts, current IT-support personnel, Union representatives, Contractor representatives, etc.  The Transition Team provided known information, assumptions and instructions for completing data collection "tools".

Questions, concerns, and issues that could not be resolved by the Transition Team were documented and forwarded to the NAVSEA NMCI Project Office.  Paragraph 4.0 Project Complexities/Risks of this transition plan documents concerns and issues that need to be addressed during transition.  A "Seriousness Factor" of "high", "medium" or "low" was assigned to each complexity/risk to prioritize the order they should be addressed.

A NMCI web site has been established on the local intranet to disseminate NMCI information to management and the general work population of Crane Division.  

Once the NMCI contract has been awarded and the NMCI Transition Team understands it fully, a third wave of NMCI Road Shows will occur to educate personnel throughout Crane Division.

2.6  Displaced Personnel

The B&PR initiative resulted in a memorandum of agreement (MOA) between Command and the local American Federation of Government Employees (AFGE) to move employees displaced by B&PR.  This MOA will also be used to move employees displaced by NMCI.  See Appendix B for Memorandum of Agreement for NSWC Crane's People Movement Process between Crane Division, Naval Surface Warfare Center and American Federation of Government Employees, Local 1415 dated 27 May 1999.  Also, see Appendix C for MOA for Personnel Movement Plan Assignments, Process Steps & Guidelines dated 29 July 1999. The second document is an addendum to the first.

2.7  Union Requirements

The NMCI Site Action Officer has privately briefed the local union leadership of the AFGE and Fraternal Order of Police (FOP) on NMCI and provided responses to AFGE data calls.  Local AFGE Union representatives have attended various briefings to Business Unit managers.  As mentioned previously in this document, Crane Division has already negotiated the "People Movement Process" with the Union.  The NMCI Site Action Officer is working union issues and will continue to keep the local AFGE and FOP Union leadership apprised during the transition of the Crane Division to NMCI.
2.8  Security

As applicable, each Business Unit, tenant and on-site contractor will document specific security requirements within their respective appendix of this document.  The Information Systems Security Manager (ISSM), CMS Account Manager and Physical Security Officer will address security requirements with the NMCI Contractor and contract personnel.

2.9  Performance Measures

Crane Division's ACTR and other designated personnel will become familiar with NMCI SLAs, and processes will be developed to gather and evaluate associated performance metrics. 

2.10  Transition of Legacy Systems' Connectivity

AS-IS IT-related requirements will be gathered and documented corporately and by individual Business Units prior to contract award.  When final CLINs and prices are known after contract award, the NMCI Transition Team will work with individual Business Unit managers to map requirements to CLINs.  It is understood that connectivity of legacy servers at the time of transition will be provided at no cost; however, the CLIN and cost of network connectivity for non-server "legacy systems" is unknown.  Examples of non-server legacy systems include Integrated Logistics Support management Information System (ILSMIS) printers, Automated Test Equipment (ATE), Computer Aided Drafting (CAD), modeling/simulation systems, etc.  This transition plan will be used to facilitate conversations between Crane and NMCI personnel for legacy systems' requirements.  NMCI Contract specifics will then be communicated to those responsible for legacy systems; legacy platform and interface requirements will be considered; an evaluation of what the contract allows will be performed; and, a plan of action will be developed for each legacy system.  As required, Crane Division fully expects the NMCI Contractor to make adjustments to the NMCI infrastructure to meet existing requirements of legacy systems.  

2.11  Decision Milestone Authority

The Decision Milestone Authority for giving the 'go/no-go' during execution of the NMCI Plan of Action and Milestones (POAM) is at the NAVSEA Chief Information Officer (CIO) level.

2.12  Remote Site Transition

A number of Crane Division personnel physically work at geographical locations other than Crane, Indiana.  Specific requirements for these individuals are defined within the appendix of this document for their respective organization. 

2.13  Non-Navy Applications and Interfaces

Specific requirements of non-Navy legacy systems and interfaces are addressed in the front-matter of this document under corporate requirements or the appendix of the respective organization responsible for accessing the legacy system and/or interface.

2.14  Contract Administration/Conflict Resolution 

Crane Division will establish an NMCI contract administration staff with a designated ACTR that will work through the NMCI Governance process via the NSWC Deputy Customer Technical Representative (DCTR), the NAVSEA Customer Technical Representative (CTR) and the Government Management Office (GMO).  The ACTR will serve as the NMCI contract focal point in contract administration and communications between Crane Division, the NMCI Contractor and the DCTR/CTR/GMO.  The ACTR will elevate conflicts for resolution that can not be resolved by Crane Division personnel and the NMCI Contractor.   

2.15  NMCI Testing

See 3.1.2 Legacy Systems for specific AS-IS information about systems to be tested with NMCI.   

2.15.1  DOD/NAVSEA Standard Business Systems

Crane Division will perform an Integration Test of NMCI with Department of Defense (DOD) systems and interfaces; and, NAVSEA standard business systems.  See NMCI Integration Test Program Plan (ITPP).  Criteria for success/failure of the integration test and/or resolution of problems encountered are contained 

within the ITPP.  The strategy for testing DOD/NAVSEA Standard Business Systems with NMCI consists of:    

· One-time test for all NAVSEA users of Corporate Systems

· Uses the Standard System Adoption Process (SSAP) as adapted for NMCI

· Test methodology results in a NMCI ITPP

· One comprehensive test document 

· Defines test strategy, test sequence and objectives

· Defines test team's organization, responsibilities and duties

· Provides guidance for developing, recording and maintaining test procedures

· Establishes test schedule

· Documents specific file transfer requirements

· Subset of NMCI Transition Plan

· Standard Systems Test Criteria

· Print capability

· Functionality of menus

· Cursory transaction/functional testing

· NMCI Functional Test Criteria

· Bandwidth to outside world

· Firewall/Routers

· Connection to standard desktop

· Addressing scheme, e.g., IP addresses, etc.

· Security/Public Key Infrastructure (PKI)

· Minimum Test Requirements

· Determine requirements to test before award

· Determine requirements to test after award

· Develop checklist of things to test before, during and after transition

2.15.2  Local Systems

Testing of local systems consists of corporate business systems that support the entire Division, and local systems that support a Business Unit.  See specific integration test plans for local systems within the NMCI ITPP.  Criteria for success/failure of the integration test of local systems and/or resolution of problems encountered are contained within the subset of the ITPP for testing of local systems.  The strategy for testing local systems with NMCI consists of:

· Code 055 to perform test of Division corporate business systems

· Functional Owners, IT Administrators and end-users to plan and perform test of Business Unit systems

· Difficult to identify and test many widely dispersed systems and interfaces

· NMCI Transition Team disseminates information and tracks progress

· Testing most likely ad hoc
· Test results to be forwarded to NMCI Transition Team

 2.16  Documentation

Several documents are generated at the field-activity level to meet NMCI contract requirements, requirements of the NAVSEA NMCI Project Office and a series of data collection "tools" used locally to document Crane's baseline IT infrastructure.  The NMCI Transition Planning Guide (NTPG) is a PEO-IT document that outlines the steps necessary for a successful transition to NMCI.  The NAVSEA NMCI Project Office has issued a document, the NAVSEA NMCI Transition Planning Guide, designed to augment PEO-IT direction to ensure the successful adoption of NMCI within NAVSEA.   

2.16.1  Service Level Agreement (SLA)

A series of SLA's establish metrics to ensure mutual Government and provider understanding of the services to be provided and to ensure that stakeholders and user expectations are satisfactorily defined and executed.  The SLA will be reviewed in Visit #2 (Preparation Status Meeting) during the transition cycle to define Crane Division user expectations.

2.16.2  Claimant Command Agreement (CCA)/NMCI Transition Plan

Each field activity or Unit Identification Code (UIC) of NAVSEA must develop a Claimant/Command Agreement (CCA) or Transition Plan.  This transition plan that you are reading and the CCA are one-and-the-same.

2.16.3  After Action Report

An "After Action Report" is drafted and agreed upon by Crane Division leadership and the Transition Action Collaboration Team (ACT) members at each of the six visits to Crane Division during the transition cycle.  A final "After Action Report" will baseline Crane Division during Visit #6 (Out-Brief).  The CTR and ACTR will keep After Action Reports on file. 

2.16.4  Statement of Work (SOW)

The Contractor will create a Statement of Work (SOW) during the Site Survey Phase to detail service delivery requirements and understand Crane Division's current business and operating environment.

2.16.5  Implementation Plan

Upon completion of the Site Survey, the Contractor will create an Implementation Plan to detail the implementation tasks and schedules for Crane Division to include:

· Roles and responsibilities

· Risk management and abatements

· Reporting and problem escalation processes

· Proper security, access and procedures for the implementation personnel

· Data center facilities, task/work order transfer procedures, subcontractor arrangements and agreements, asset management processes and procedures, other security considerations, etc.

· Review existing system accreditation packages for compliance with claimant security policy and residual risk

· Resolve differences between existing security policy and claimant security policy

2.16.6  Schedule/Milestone Tracking

See Appendix D for POAM Gantt chart in Microsoft Project 98 format.

2.17  Software Licensing of Baseline Infrastructure 

Responsible Crane Division personnel are required to provide evidence to the NMCI Contractor that licenses are valid for Commercial Off-The-Shelf (COTS) software used within the baseline infrastructure.

2.17.1  System-of-Systems Diagram (AS-IS)

See Appendix E for a diagram of local, Crane corporate, NAVSEA and DOD standard legacy systems and interfaces.  These legacy systems and interfaces establish Crane Division's NMCI baseline of legacy systems in addition to Appendix I, Server Survey; Appendix K, Other Networked Devices; and, 

Appendix L, Legacy Systems Survey.

2.17.2  Data Collection "Tools"

Hard copy listings and a number of templates or "tools" have been developed in Microsoft Word, Excel and Powerpoint to facilitate the collection of Crane's IT baseline.  The NMCI Transition Team has conducted many briefings to managers, IT-support personnel and data collectors during August and September 2000 to disseminate information and assist in this data-collection process.  Descriptions of each data collection "tool" are listed in subsequent paragraphs along with where completed "tools" may be found in this document.  In the future, the NMCI Contract Administration Team will be responsible for validating data collected and redistributing for subsequent updates.

2.17.2.1  Configuration Diagram (AS-IS)

The Configuration Diagram tool depicts the conceptual AS-IS infrastructure environment of the Business Unit.  This diagram is much like a jigsaw puzzle, i.e., the "pieces" (or devices) collected in NMCI surveys fit together to form this diagram or "the big picture" of the Business Unit's IT.  These diagrams are included in the Business Unit's appendix of this plan to facilitate conversations between representatives of the Business Unit and the NMCI Contractor.  These diagrams may be constructed by Branch or Project, and should result in a total set of diagrams for the Business Unit.  

2.17.2.2  Mandatory/Unique Requirements (AS-IS)

The Mandatory/Unique Requirements tool describes out-of-the-ordinary requirements of the respective Business Unit and will be used to facilitate conversations between representatives of the Business Unit and the NMCI Contractor.  Mandatory/Unique Requirements may be incorporated in Configuration Diagrams, or in written text or bullets.  

2.17.2.3  Corporate Asset System (CAS) Equipment Listing (AS-IS)

Listings of IT assets generated from CAS are provided to personnel in each Business Unit for validation, e.g., nomenclature, date of manufacture, model number, serial number, etc.  Business Unit personnel will mark-up these listings for subsequent corrections in CAS.  CAS will be used to excess IT assets, transfer custody of equipment to the NMCI Contractor and perform depreciation processes.  Upon request, the NMCI Contractor will be provided IT asset data from CAS in hard copy or electronic format.

2.17.2.4  Network Infrastructure Drawings (AS-IS)

The Network Infrastructure Drawings tool documents Crane Division's enterprise networks consisting of the ATM Campus Network, CCF Network, high-level drawings of single-mode fiber infrastructure, details of single-mode cross connects/splices and buildings.  Editable building drawings are in ACTRIX 2000 format (product of AutoCAD); and, Central Facilities and Firewall drawings are in AutoCAD LT 98 format.  All network infrastructure drawings are available for viewing in ".dwg" format.  Upon request, current drawings within the scope of NMCI will be provided to the NMCI Contractor by electronic media.  The disk in Appendix F contains these drawings in their native format.

2.17.2.5  User/Building Hardware Profile (TO-BE (Initial Order))

The User/Building Hardware Profile tool creates a profile of specific CLINs that individual users and individual buildings will require under the NMCI Contract.  Individual users requiring an account only, and not a desktop, are so noted on this profile.   The Optional User Capability CLIN is broken down to specific requirements, e.g., docking station, Personal Digital Assistant (PDA), zip drive, etc.  The User/Building Hardware Profile will become Crane's initial NMCI order.  The disk in Appendix G contains the User/Building Hardware Profile in Microsoft Excel format.

2.17.2.6  User Software Profile (TO-BE)

The User Software Profile tool documents specific TO-BE software that individuals need to perform their respective jobs.  This profile consists of legacy and COTS software, and will be used to define their NMCI account baseline.  Within the User Software Profile, access requirements to legacy applications link back to client-side software specified in the Legacy Systems Survey tool. The User Software Profile tool was initially populated with name and organization code of government, contractor and military personnel from various legacy applications.  The disk in Appendix H contains the User Software Profile in Microsoft Excel format.   

2.17.2.7  Test Plan

See paragraph 2.15 NMCI Testing.  

2.17.2.8  Server Survey (AS-IS)

The Server Survey tool documents all servers connected to Crane's backbone.  The Server Survey contains hardware configuration information, functional and technical POCs, legacy and COTS software resident on the server, whether the server will be turned over to the NMCI Contractor, comments, etc.  The Server Survey also contains the name of resident applications that link back to the Legacy Systems Survey tool.  The disk in Appendix I contains the Server Survey in Microsoft Excel format.

2.17.2.9  Source/Destination Transfers (AS-IS)

The Source/Destination Transfers tool documents sending and receiving cities/IP addresses of file transfers via telnet, File Transfer Protocol (FTP), telnet, Transmission Control Protocol/Internet Protocol (TCP/IP), etc., that occur within the respective Business Unit.  Network connectivity will be tested when the network infrastructure changes, and following changes in firewall configurations, IP addressing, etc.  The Source/Destination Transfers tool links to the Test Plan and will be used to facilitate testing.  This tool will also become the vehicle to communicate firewall changes to the NMCI Contractor.  This data pertains primarily to servers and not web downloads.  Appendix J Source/Destination Transfers and appendices of applicable Business Units contain hardcopy documents containing this information.    

2.17.2.10  Other Networked Devices Survey (AS-IS)

The Other Networked Devices Survey tool primarily documents hardware configuration information pertaining to networked devices connected to Crane's backbone (excludes servers).  The Other Networked Devices Survey tool contains the same data elements as the Server Survey.  Data retrieved from a series of corporate network scans was used to initially populate the Other Networked Devices Survey tool.  The disk in Appendix K contains the Other Networked Devices Survey tool in Microsoft Excel format.

2.17.2.11  Legacy Systems Survey (AS-IS)

The Legacy Systems Survey tool documents all custom-written and COTS applications used at Crane Division (server and personal computer-based (multi-user)).  The Legacy Systems Survey defines client-side software requirements that link back to the User Software Profile tool; server name that links back to the Server Survey tool; and, Tag Number that links back to the Equipment Listing.   The disk in 

Appendix L contains the Legacy Systems Survey tool in Microsoft Excel format. 

2.18  Help Desk Contacts (AS-IS)

Since Crane Division utilizes several Contractors to provide a number of engineering and IT functions, it is difficult to segregate and categorize these contractors by specific IT functions they perform.  Therefore, all Contractors are listed below with POCs and telephone numbers.

Vendor Name
Vendor POC
POC Phone Number
Type of Contract

Dyntel (GSA)
Cathy Poole
812-854-3292
IT Services

EG&G
James Schonberger
812-854-1967
Engineering Services

RAYDAR
Dennis Brown (Facility Sec Ofcr)
812-854-2225
Engineering Services

TSC (Technology Services Corp)
Jim Shelton
812-336-7576
Engineering Services

IMC (Information Mgmt Consultants)
Marjorie Guiton
937-376-4323
Network Administration

TRISTAR (8A Contract)
Jim Epple
812-277-0208
Engineering Services

CACI, Federal
Tom Chandler
812-337-3372 or 703-679-3579
Engineering/IT Services

Centennial
Sharon Johnson
812-854-5281
Construction/Renovation/ Repairs (Job Order Contract)

Clodfelter Communications
Kathryn Clodfelter
812-854-6763
IT Services

CPI (Communications Products, Inc.)
Phil Brown
317-596-7913
Telecomm Support Services

Miscellaneous maintenance contracts for cell phones, phone switches, hardware maintenance, data lines, etc. (all severable)
Various

Maintenance Support

SAIC (Science Application International Corp
Ken Detwiler
812-854-3139 or 812-854-3141
Engineering Services

Wang
Dick Costello
757-523-5064
Maintenance & IT Support

3.0  AS-IS 

3.1  IT Infrastructure

3.1.1  Communications

The Division's AS-IS communication infrastructure consists of local area networks (LANs) in individual buildings or work groups connected by an ATM network backbone.  Out of approximately 1,000 buildings, 147 Navy and 54 Army buildings are currently networked.  A number of different networking technologies are used including broadband Community Antenna Television (CATV), Ethernet, FDDI, SONET and ATM while most network communications with external sites are performed via SMARTLINK.  The Division manages LANs to support the data communications requirements of diverse users.  The Division operates and maintains VTC systems based on user requirements.  A fixed central VTC, portable VTCs and some desktop VTCs are in use.  The Division is responsible for telephone facilities and related equipment including fax, modem and secure telephonics as well as telephone system analysis, design and programming.  The disk in Appendix F contains listings and drawings documenting AS-IS configurations of equipment and architecture for buildings, voice, video and 

data within the scope of NMCI in their native format.  Specific communication support service areas include:  

· Providing remote network connections

· Administering CenterNET, ATM, TCP/IP, SONET and SIPRNET

· Providing remote access dial-in service

· Installing and maintaining electronic voice mail and telephone switching systems

3.1.1.1  Army & Navy Utilization of Crane Backbone/Connectivity to Fallbrook Detachment 

See Figure 2 for diagram of how the Navy, Army and Fallbrook Detachment are utilizing Crane Division's network backbone.    
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Figure 2 Marine Corps & Army Utilization of Crane Backbone

3.1.2.1  Data

3.1.2.1.1  ATM Network

Crane's ATM network utilizes the routing capabilities of ATM edge devices.  This reduces the size of the broadcast domain, as well as the possibility of base-wide network problems (e.g., broadcast storms) caused by a single device on a building's LAN.  

The ATM network is configured to route TCP/IP, Novell's Internetwork Packet Exchange (IPX) and Appletalk protocols.  Other protocols will be bridged on a case-by-case basis.  Microsoft's NetBEUI protocol is filtered from entering the backbone due to its poor operational characteristics over a large network.  Since NetBEUI is frequently used for default file sharing under Windows for Workgroups, Windows 95/98 and Windows NT, TCP/IP is used as a transport protocol for Windows-based file and print sharing across multiple buildings.

Crane Division's long-haul providers for data are UUNet, Smartlink and DISN.

3.1.2.1.2  Connection Procedures

Most buildings are connected to the ATM network with a fiber Ethernet connection.  In some cases, Full Duplex Ethernet equipment is required for those end-buildings that are further than two kilometers away from the nearest ATM edge device.  FDDI or Fast Ethernet connections are used for those buildings requiring more bandwidth.

Regardless of the type of connection, there must be a switch, bridge or router in place as the connection point to the building.  This device provides network-timing isolation between the backbone and the building's internal network.  The device must also be Simple Network Management Protocol (SNMP) manageable.  Because the ATM network is a routed network, a router is not required for a building; however, a router may be used for the purpose of firewalling.

3.1.2.1.3  DISN

Crane Division hosts a DISN node in the CCF in Building 3173, and utilizes the DISN for several low bandwidth circuits to other sites throughout DOD.

3.1.2.1.4  Wide Area Network (WAN)

WAN access at Crane Division is accomplished by utilizing DISN, commercial internet via UUNet, SmartLink and SIPRNET.

3.1.2.2  Voice

This paragraph is initially a place-holder.  NMCI telephony services will be available in 2003 and will be addressed by Crane Division at a later time.

3.1.2.2.1  Long-Haul Providers

Crane Division's long-haul providers for voice are AT&T, Ameritech and FTS 2001.

3.1.2.2.2  Local Exchange Carrier

Crane Division's local exchange carrier for voice is GTE.
3.1.2.3  Video 

Crane Division currently utilizes dedicated leased lines for the fixed VTC facility in Building 3168.  Crane Division will negotiate alternatives with the NMCI Contractor for services associated with this fixed VTC facility.  Since telephony services are not within the current scope of the NMCI Contract, the Commander of Crane Division will not agree to carte blanche subscription to portable VTC services until confirmation and review of telephony under the NMCI Contract has occurred. 
3.1.2.3.1  VTC, Building 3168 (Code 055)

Features of the main Crane Division VTC in Building 3168 include:

· POC:  Nick Napier (854-5238)

· Fixed VTC

· Seats up to 25 comfortably

· Capable of connecting to 25 different sites in multipoint mode using DVSG format

· Capable of Integrated Services Digital Network (ISDN) connection to multiple sites with the use of a bridge

· Audio capability allowing non-VTC sites to participate via phone connection

· Like-equipped VTC rooms can link up computers for data exchange or whiteboard presentations

· Capable of connecting hand-held camera for close-ups of items brought to VTC or for remote viewing

· For tape presentations, accommodates either SVHS, VHS and 8mm tape

· Meetings can be taped for later review or for persons not able to attend

· Consists of:

· Two CLI VP II CODECs

· Two Sony personal cameras

· One Sony look-down camera for documents

· Monitor wall has two 35-inch Mitsubishi for personal viewing and 37-inch Mitsubishi monitor for graphics 

3.1.2.3.2  VTC, Building 2693 (Code 055)

Features of the VTC in Building 2693 include:

· POC:  Linda Wichman (854-5583)

· Fixed VTC

· Seats up to 12 comfortably

· Capable of ISDN connection to multiple sites with the use of a bridge

· Capable of FTS 2001

· Consists of:

· Picturetel Venue 2000

· 384 Call

· One Cannon RE350 document camera

· Standard television screen

3.1.2.3.3  VTC, Building 3284 (Code 40)

Features of the VTC in Building 3284 include:

· POC:  Karen Ross (854-2840)

· Fixed VTC

· Seats up to 10 comfortably

· Connects to one site

· Consists of  Picturetel Venue 2000 w/one mounted camera

· No capabilities for recording meetings 

3.1.2.3.4  VTC, Building 3291 (Code 805)

Features of the VTC in Building 3291, Conference Room B include:

· POC:  Richard Ashcraft (854-1828)

· Fixed VTC

· Seats up to ~25 

· Runs Zydapp2 (by Zydracon) Software

· EVI pan/tilt/zoom camera

· Elmo Overhead Video document presenter

· One Hitachi 36-inch screen

· Will run either 64K (X2) or 384K connections

· Recording capabilities (with addition of VCR) 

3.1.3  Legacy Systems

A combination of Government and Contractor personnel analyze, design, program and perform operations functions in support of centralized and distributed legacy systems, and desktop services.  For the purposes of NMCI, the systems described below are defined within this transition plan as "legacy".  Specific information about mission legacy systems can be found in Appendices AA through BD.   

3.1.3.1  DOD Legacy Systems

Standard systems and/or interfaces to standard systems mandated by DOD for use at the Crane Division are listed below.  Platforms for each DOD standard system may reside at Crane Division or may reside at a centralized computer facility elsewhere.  Issues associated with NMCI and interface requirements to these DOD standard systems can be found in this transition plan under the "4.1  DOD-Mandated Systems" paragraph.  See Appendix E for Systems of Systems Diagram, Appendix I for Server Survey and 

Appendix L for the Legacy Systems Survey.  Also see Appendix K for Other Networked Devices Survey, i.e., legacy devices connected to Crane's backbone.

· Defense Industrial Financial Management System (DIFMS)

· Defense Messaging System (DMS)

· Defense Civilian Payroll System (DCPS)

· Defense Travel System (DTS)

· Standard Procurement System (SPS)

3.1.3.2  NAVSEA Legacy Systems

The NAVSEA Standard Systems utilized by Crane Division are:

· ILSMIS (Integrated Logistics Support Management Information System)

· CTS (Corporate Travel System)

· CAS (Corporate Asset System)

· SLDCADA (Standard Labor Data Collection and Distribution Application)

· EIC (Electronic Invoice Certification)

· NOMIS (Naval Ordnance Management Information System)

For the most part, platforms for each of these standard systems are physically located at Crane Division.  A corporate NMCI Integration Test will be performed at Crane Division with the suite of NAVSEA standard systems using the SSAP (See 2.15 NMCI Testing within this transition plan).  The Software Support Group (SSG) function for ILSMIS, CTS and CAS is located at Crane Division.  EIC is a relatively new application and is used within NSWC at Crane, Indian Head and Carderock Divisions.  Dahlgren Division may adopt EIC.  The Crane Division Comptroller Department (Code 056) performs EIC maintenance and support.  The SSG for SLDCADA and NOMIS is located at Naval Weapons Station (NWS), Yorktown, VA.  See Appendix E for Crane DivisionSystem-of-Systems Diagram, Appendix I for Server Survey and Appendix L for Legacy Systems Survey.  Also see Appendix K for Other Networked Devices Survey, i.e., legacy devices connected to Crane's backbone. 

3.1.3.3  Local Corporate Legacy Business Systems

Business applications developed, maintained and executed corporately by the Crane Division are listed below.  Platforms for each of these local legacy systems are physically located at Crane Division and vary.  Crane Division will corporately perform a NMCI Integration Test for these local legacy systems.  See Appendix E for Crane Division System-of-Systems Diagram, Appendix I for Server Survey, 

Appendix K for Other Networked Devices Survey and Appendix L for Legacy Systems Survey.  

· Corporate Measures (CM)

· Integrated Checkbook Balance (ICB)

· Integrated Corporate Financial System (ICF)

· Personnel Locator

· Activity Planning and Maintenance Module (APMM)

· Job Order Number Automation System (JONAS)

· Infrastructure Management System

· Energy Management System

· Others

3.1.3.4  Local Business Unit Legacy Systems

Crane Division Business Units develop, maintain and execute applications that support major technical facilities and functions listed below.  These technical legacy systems also include COTS products.  See 

Appendix E for Crane Division System-of-Systems Diagram, Appendix I for Server Survey, Appendix K for Other Networked Devices Survey and Appendix L for Legacy Systems Survey.    

· Lake Glendora Test Facility

· Calibration Laboratory

· Tactical Software Development Laboratory

· Far Field Antenna Test Facility

· Electronic Module Repair System

· Production Control System

· Logistics Information System

· Technical Analysis System

· Simulation and Modeling

· Test and Evaluation

· Technical Documents

· Distance Support

3.1.3.5  Web-Related Shared Directories

The web servers are set up so that Access databases and user-maintained documents are placed in a shared directory with access permissions set.  These share points are \\cniniis01\datafarm and \\glacier\datafarm.  There are various directories in each of these share points 

that are maintained by different NT Groups.  See Appendix N Share-Point Definitions for further definition of directories, NT Group names and ODBC connections.  The reasoning for this approach is:

· Microsoft FrontPage will maintain permissions only at the Child Web level.  Since permissions need to be different at the file level, those files were moved to the share point.

· Moving a development web to production would overlay production data if the data were stored inside the web.

· This approach keeps the web pages and data/documents separate for control purposes.

3.1.4  Centralized Computing

The CCF currently provides connectivity and the necessary hardware, operating system software, database software and technical expertise for 24x7x360 support listed below.  System platforms running Crane Division's business systems are in compliance with the DON IT Strategic Plan and recommended architectures for DOD standard systems.  Crane Division is piloting standard system induction techniques 

for implementing NMCI, DTS and SPS.  Detailed configuration and operational information pertaining to the CCF can be found Appendix AB. 

· DOD-Mandated Systems

· NAVSEA Suite of Standard Systems for:

· Fallbrook, CA, Detachment (See Fallbrook Detachment  NMCI Transition Plan 
(UIC:  32893))

· NSWC Carderock Division

· NWAD Corona, CA

· NSWC Crane Division

· NSWC Dahlgren Division

· NSWC Indian Head Division

· NSWC Port Hueneme Division

· Naval Weapons Facility (NWF) Seal Beach, CA

· NWS Yorktown, VA

· NAVSEA Learning Lab

· Crane Division Local Legacy Systems

3.1.4.1  File Transfers

Appendix J Source Destination Transfers consists of cities and IP addresses of origins and destinations that pertain to file transfers that occur corporately and within Business Units.  The Source/Destination Transfers document will eventually become the vehicle used to communicate firewall changes to the NMCI Contractor.  This information will also be documented in the NMCI Integration Test Plan to test file transfers after the NMCI Contractor changes firewall and network infrastructure.

3.1.4.1.1  Definitions of Ports Used

Ports
Usage

20 (data)
ftp

21 (control)
ftp

23
telnet

25
smtp

53
dns

80
http

110
POP3

119
News Services

443
Secure Sockets

444
ssl or http

1521
SQL *Net

1601
SQL *Net

1723
PPTP

6000


9765


3.1.5  Distributed Computing

The distributed systems support technical and logistics systems' requirements.  These applications include:

· Production Control Systems

· Technical Information Systems

· Technical Document Indexing

· Simulation and Modeling Systems

· Automated Test and Measurement Systems

· Program Specific Systems

3.1.6  Common Operating Environment

Crane Division has implemented the desktop office automation standard of Microsoft Office 97 as well as the office automation standards associated with DON IT Strategic Plan and the NAVSEA and NSWC Roadmaps.  Crane Division has migrated to the Navy standard Microsoft Exchange messaging and work-group software which provides messaging as well as calendaring, scheduling and decision support applications.  The architecture was developed in an integrated NAVSEA structure and is compatible with IT21 guidance.  Crane is involved with NAVSEA teams in defining products for workflow and data management services.

3.1.7  Management and Administration

Crane Division provides for IT strategic planning, resource approval, administration and acquisition support.  The Division develops and executes the overall IT budget and provides support to all IT planners and technical personnel in identifying and specifying the IT resources required to support the Division's mission.  The Division, its Management Team and IT Administrator (formerly referred to as CIO) comply with external requirements and coordinate Command-level execution of IT plans, policies and resources.  The Division's IT infrastructure must fulfill its mission responsibilities and its objective to provide customers with best value, high-quality technologies, products and services on schedule to ensure the Navy's continuing at-sea superiority.

3.1.8  Existing Contracts

To avoid having to pay maintenance contract costs on equipment transferred to the NMCI Contractor, Crane Division must be diligent in planning the termination of maintenance contracts once the NMCI Contractor assumes custody of the IT infrastructure.  Therefore, the NMCI Contractor shall provide the ACTR with a written notice 45 days prior to the date that the Contractor expects to assume custody.  See Appendix D POAM.    

Name of Contractor
POC
Type of Contract
Length of Contract
Start of Contract
End of Contract
Term Fees

Dyntel (GSA)
Tony Haag
IT Services
8 Years
Oct 99
Sep 07
None

EG&G
Roger Maryfield
Engineering Services
5 Years
May 98
May 03
None

RAYDAR
Roger Maryfield
Engineering Services
5 Years
May 98
May 03 
None

TSC (Technology Services Corp)
Mike Myers/ Rick Colvin
Engineering Services
5 Years
Oct 96
Sep 01
None



IMC (Information Mgmt Consultants)
Mike Myers/ Mary Sheetz
Network Administration
13 Months
Aug 99
Sep 01
$12K

TRISTAR (8A Contract)
Roger Maryfield
Engineering Services
13 Months
Aug 99
Sep 00
None



CACI, Federal
Nona Bradley
Engineering/IT Services
1 Year
Oct 99
Sep 00
None



SAIC (Science Application International Corp)
Joyce James
Engineering Services
5 Years
Mar 98
Mar 03
None

Clodfelter Communications  (Sub-Contractor to GSA Prime) (Woman-Owned; HUB Zone)
Tony Haag
IT Services





CPI (Communications Products, Inc.)
Vicky Thompson
Telecomm Support Services
3 Years
Nov 00
Sep 01
None

Miscellaneous maintenance contracts for cell phones, phone switches, hardware maintenance, data lines, etc. (all severable)
Various
Maintenance Support
Various
Various 
Various
None

Wang
Vicky Thompson
Maintenance & IT Support
1 Year
Oct 99
Sep 00
None

3.2  Organizational Infrastructure

3.2.1  Structure
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See Figure 2 Crane Division organizational chart below.

Figure 3  Crane Division Organizational Structure

3.2.2  Organizational Requirements

See Appendices AA through BT and Appendices BV through CQ for specific AS-IS and TO-BE organizational requirements for G&A, Business Units, Tenants, Contractors and other entities co-located at Crane Division.  See Appendix BU for Crane Division's aggregated NMCI order. 

3.3  Ongoing Initiatives

3.3.1  B&PR

The Division is currently undergoing a re-examination of its concept of operations as part of a B&PR initiative.  New IT management structure and initiatives may result from this effort.  An IT B&PR Team has constructed the AS-IS baseline and will develop TO-BE models of business processes facilitated largely through the use of IT resources with a goal of improving IT-related business processes.  An IT Vision Team has also been constituted to advise on IT matters related to other business areas such as logistics, finance, material management, modeling and simulation, etc.

3.3.2  Distance Support

Crane Division is developing and testing video hardware and software configurations that supplement the IT21 infrastructure to improve Sailors' ability to troubleshoot technical problems while at sea.  

3.3.3  IT Strategic Plan

An IT Strategic Plan that supports the Division's Strategic Plan as well as DOD's and DON's IT Strategic Plans has been developed to serve as a roadmap for IT investments and systems' development.  The IT Budget allocates funds to initiatives that will contribute to accomplishment of the IT strategic goals.  IT investment initiatives are measured against performance factors included in the IT Strategic Plan.

3.4  Security

The sensitivity of information processed on Crane's infrastructure ranges from Business Sensitive to TOP SECRET (Crypto).  Crane's security protection strategy for hardware, software and networks varies with the assets to be protected.  Crane employs a full-time ISSM and a full-time CMS Account Manager.  An up-to-date Information Security Manual is used throughout the Division.  A stringent network security regime is in place and includes firewalls, password protection, usage monitoring, TEMPEST protection and several other safeguards.  A Local Registration Authority (LRA) has been established at Crane to support PKI.  Physical security is the responsibility of the Physical Security Officer.  See paragraph 2.1.6 of this document for the names of individuals designated as ISSM, CMS Account Manager and Physical Security Officer.

3.4.1  Transmission of Classified Data

SIPRNET currently comes into a main building at Crane and subsequently fans out to individual buildings over point-to-point telephone circuits.  See Appendix M SIPRNET Connectivity Overview for configuration drawings.  Each of these point-to-point circuits is encrypted using a pair of KG-84 cryptographic units.  Crane is migrating to a new SIPRNET architecture that will utilize Network Encryption Servers (NES) units manufactured by Motorola.  With these units, Crane will be able to encrypt the SIPRNET data and pass it over Crane's unclassified campus network to the buildings that need SIPRNET connectivity.  At each of these locations, an NES unit will be used to decrypt the data before dumping it onto a secure LAN.  

Crane Division conducts secure meetings from the VTC facility in Building 3168 by using KG-194 the crypto unit to encrypt the VTC information before passing it on the Defense Commercial Telecommunications Network (DCTN).

Crane is using VPN equipment from TimeStep to create a point-to-point encrypted tunnel with Fallbrook, CA.  Crane is also working with a client VPN solution from TimeStep that will allow employees to access Crane through an encrypted tunnel using their commercial Internet Service Provider (ISP).

3.4.1.1  DMS

"Partially Complete" is the current status of the implementation of the Defense Messaging System (DMS) at Crane Division.  The central facility for sending messages to Crane Division (LCC) is Naval Communications and Telecommunications Station (NCTS), Washington, D. C.  Dial-up capabilities will not sustain the high volume of UNCLASSIFIED, CONFIDENTIAL and SECRET message traffic for Crane Division; however, dial-up capabilities will sustain TOP SECRET messaging requirements.  One DMS Groupware server has been set up to handle UNCLASSIFIED messaging traffic, and another has been set up to handle CONFIDENTIAL and SECRET traffic.  

At the present time, firewall problems have prevented the use of the UNCLASSIFIED server.  The secure server (CONFIDENTIAL and SECRET) has the applicable software loaded, however, use of the server is delayed while second-generation SIPRNET is implemented.  The DMS Installation Teams have not addressed TOP SECRET messaging requirements to transition from the use of Automatic Digital Network (AUTODIN) to "Dial-Up" capabilities. 

3.4.1.1.1  Defense Message Distribution System (DMDS)

Basically, individuals and key words associated with the function they perform are pre-defined in the Defense Message Distribution System (DMDS).  When a message is received, DMDS scans the message for pre-defined key words, and automatically forwards the message to the email address of individuals with a correlation for those key words.  DMDS is currently operational at Crane Division utilizing AUTODIN; and, is ready for use on the UNCLASSIFIED and secure DMS servers described in 3.4.1.1  DMS. 

3.4.1.1.2  DMS-Compliant Email Software

Crane Division utilizes DMS-compliant Microsoft Exchange/Outlook client software.   

3.4.1.1.3  Fortezza Card

The CMS Account Manager possesses Fortezza Cards required to encrypt/decrypt UNCLASSIFIED, CONFIDENTIAL and SECRET messages.  It is unknown whether a Fortezza Card is required for TOP SECRET encryption/decryption using "Dial-Up" capabilities.

3.4.1.1.4  Certification and Accreditation (C&A)

Efforts are under way to certify all software applications and devices connected to Crane's backbone in accordance with the DOD Information Technology Security Certification and Accreditation Process (DITSCAP).

3.5  User Base

The IT user base at Crane is predominantly direct program support in the areas of engineering, technical support, logistics and administration.  Access to sophisticated IT resources is required for day-to-day operations.  Remote access is required for the Temporary Duty (TDY) travelers numbering approximately 15,000 CONUS and Out of Country Continental United States (OCONUS) per year.  The workforce demographics are:

· 28%
Scientists/Engineers/Chemists

· 23%
Technicians

· 4%

Other Professionals

· 3%

Logistics Management Specialists

· 16%
Administrative

· 13%
Other General Schedule (GS)

· 13%
Wage Grade

4.0  Project Complexities/Risks 

4.1 DOD-Mandated Systems 

Application infrastructure and connectivity to various DOD-mandated systems are currently operational; at some state of transition to implementation; or, due to be implemented at Crane in the very near future.  DON-level personnel or the NMCI Contractor must address platform and connectivity issues associated with DOD-mandated systems that are in a state of operation, transition or future implementation.  These systems are defined by NMCI as "legacy", however, Crane Division has no control over how they may or may not fit into the NMCI concept.

4.1.1 Defense Civilian Personnel Data System (DCPDS) -- Seriousness Factor:  High
Connectivity to DCPDS is currently operational at Crane Division.

4.1.2  Defense Civilian Payroll System (DCPS) -- Seriousness Factor:  High
Connectivity to DCPS is currently operational at Crane Division.

4.1.3  Defense Industrial Financial Management System (DIFMS) -- Seriousness Factor:  High

The implementation of DIFMS took place at Crane Division in the Spring of 2000.  Several interface issues must be addressed during implementation of NMCI.

4.1.4  Defense Messaging System (DMS) -- Seriousness Factor:  High

Crane is in the process of converting from AUTODIN to DMS.  The NMCI infrastructure will be required to support this implementation.  Enabling Capability (EC) or "Dial-Up" implementation of DMS was initiated by SPAWAR, San Diego, CA; however, we understand that the implementation effort is now the responsibility of NCTS.  "Dial-Up" capability will not sustain the high volume of UNCLASSIFIED, CONFIDENTIAL and SECRET message traffic for Crane Division.  This has resulted in only a partial implementation of DMS to date.  TOP SECRET DMS messaging has not been addressed.

4.1.5  Defense Travel System (DTS) -- Seriousness Factor:  Low
DTS is not operational at Crane.  Crane Division is designated to be the first Navy site to implement DTS in April 2001.  Two Crane employees have been substantially involved in monitoring, planning and evaluating DTS.  DTS utilizes PKI technology for authenticating users accessing the application.  Since Crane is on the front end of a new DOD-mandate (DTS) and a new Navy-mandate (NMCI) both using PKI (a technology in its infancy), there is concern about how each will affect the other and whether Crane's mission will be jeopardized.    

4.1.6  Standard Procurement System (SPS) -- Seriousness Factor:  Low

Crane was declared to have attained IOC for SPS version 3.5.3.c on 15 September 1998.  However, as a result of the limited functionality of this version of the software, including a lack of interface to a standard financial system, and the need to fulfill our customer requirements (particularly year-end), Crane suspended full implementation of SPS.  Crane currently has version 4.1.b, however, Crane will not use this version until the interface to ILSMIS is complete in FY01.  SPS does not provide functionality for large contracts and does not work today in Crane's business environment.  NAVSEA (SEA-029) is aware of our suspension of SPS operations.  NAVSEA has not received a deployment schedule to be able to advise when this will take place.

4.1.7  Local Registration Authority (LRA) -- Seriousness Factor:  High

The LRA function has been stood up at the Crane Division for issuance of digital certificates to 

personnel requiring access to email and computer applications utilizing PKI technology.  To date, a limited number of 3.5" diskettes containing digital certificates has been issued to Crane Division personnel. 

4.2  Legacy Systems' Network Devices -- Seriousness Factor:  High

Clarification is needed for connecting peripheral devices associated with a legacy system to the network under NMCI, e.g., networked surveillance cameras, ATE, network printers, etc.  A specific example is "ILSMIS Printers".  ILSMIS has specific network printers designated to print ILSMIS forms.  These "ILSMIS Printers" need only network connectivity.  Since ILSMIS is a NAVSEA standard legacy system, the appropriate printer CLIN will also apply to other Navy activities utilizing ILSMIS.  Legacy devices can be found in Appendix K, Other Networked Devices Survey.    

4.3  Non-Navy Ownership of IT -- Seriousness Factor:  High

CAAA (Army) owns a portion of the equipment that is used in the ATM Campus Network.  Since this equipment is not easily severed from the Navy-owned equipment, the transfer of Army assets to the NMCI Contractor must be addressed.  The disposition IT equipment purchased for Business Units by non-Navy project sponsors must also be addressed.    

4.4  Obsolescent Edge Devices -- Seriousness Factor:  High

Fore Systems has announced end-of-life on their power hub product that is used as the edge device in Crane's ATM Campus Network.  The impact to Crane is that some new parts can no longer be obtained and maintenance on the equipment can be procured only through October 2002.  In order to mitigate this problem, Army ordered and received several Alcatel Omni Switch/Routers to begin the Power Hub replacement process.  Navy personnel are currently installing and configuring the Alcatel equipment, and beginning to become oriented with the new equipment.  Additional equipment will need to be procured to replace the remaining Power Hubs in roughly the same timeframe as Crane's transition to NMCI.

4.5  Construction of New Buildings 

4.5.1  Telephone Impact to Data Network -- Seriousness Factor:  Low

Crane currently has buildings scheduled for construction in areas where the copper plant and telephone switching equipment is insufficient to support telephone service.  In order to circumvent the high cost of upgrading this infrastructure, it is conceivable that convergence of voice over the Campus ATM Network may need to be implemented soon after Crane's transition to NMCI.

4.5.2  In-Process and Future MILCONS -- Seriousness Factor:  Low

Processes need to be established between the Government and the NMCI Contractor to define tasking and responsibilities associated with MILCONS in-process during NMCI transition and future MILCONS which take place after implementation of NMCI.

4.6  Incomplete Documentation -- Seriousness Factor:  Low

Documentation for the fiber and copper infrastructure deployed throughout Crane is incomplete.  Although Crane is making a concerted effort to remedy this situation, it is unlikely that complete documentation will be available to turn over to the NMCI Contractor at the time that Crane is scheduled to transition to NMCI.

4.7  SIPRNET Connectivity -- Seriousness Factor:  Low

A new SIPRNET architecture is being implemented at Crane using Motorola NES.  This will allow SIPRNET connectivity to be supported over the Campus ATM Network.  Crane Division requires the NMCI Contractor to address whether this LAN-based encryption equipment used to sustain this architecture will be supported by NMCI. 

4.8  Distributed Engineering Plant (DEP) -- Seriousness Factor:  Low

The Distributed Engineering Plant (DEP) is the application of engineering activities and functions, connecting hardware, software and personnel at geographically dispersed locations using telecommunications/network technology to solve interoperability problems prior to Battle Group deployments.  Crane is requesting to become a site on the Navy's DEP.  In order to come on line as a DEP site, Crane would need a T3 (45Mbps) connection to the DISN-LES network.  Depending on the success of this endeavor, this requirement could materialize in close proximity to Crane's transition to NMCI.

4.9  Depreciation of CPP Assets -- Seriousness Factor:  High

Crane Division has not received guidance from higher Navy Commands in handling the depreciation of IT assets procured via CPP, and subsequently turned over to the NMCI Contractor.  The depreciation cycle currently used is five years.  Network infrastructure currently used by the Navy and paid for by CAAA is being depreciated over a 15-year period.    

4.10  Software Support for Navy Legacy Systems -- Seriousness Factor:  High

Several organizations at Crane Division develop and deploy software applications throughout the Navy.  An understanding or mechanism needs to be defined to distribute future NMCI changes to organizations that support Navy legacy systems.  NMCI implementation schedules are also required by these organizations to ensure that Navy legacy applications are synchronized with specific NMCI configurations at various Navy activities.

4.11  Coordination with Crane's EKMS Account for SIPRNET Items -- Seriousness Factor:  High

The Motorola NES units used for SIPRNET are considered to be Controlled Cryptographic Items (CCI), therefore, must be tracked under Crane's EKMS account.  If NMCI will be responsible for SIPRNET and its associated hardware, then the NMCI Contractor will need to coordinate with Crane's EKMS Manager (Earle Wolfe) for the distribution and accountability of this equipment.

4.12  Responsibility for Outside Cable Plant -- Seriousness Factor:  High

Crane's outside cable plant consists of miles of miles of fiber optic (both multi-mode and single-mode), coaxial cable and twisted pair supporting the transmission of data, video, voice and security alarms.  If some of these applications are within scope of NMCI and some are not, the decision needs to be made as to whom (Government or NMCI Contractor) will manage this plant.

4.13  Inside Cable Plant and Wiring Closet Access -- Seriousness Factor:  High

Inside cable plant consists of fiber optic cable (both single-mode and multi-mode), coaxial cable and twisted pair supporting the transmission of data, video, voice and security alarms.  Since some of this cable will be within scope of NMCI and some may not, issues of installation and maintenance responsibility and shared access to wiring closets will need to be resolved.

4.14  CCF Space and Responsibility Issues -- Seriousness Factor:  High

It is understood that the NMCI Contractor will be responsible for a number of servers in the CCF and that portion of the CCF network that is part of the "common backbone".  It is also anticipated that a significant number of legacy servers will be retained in the CCF for which the Government will maintain responsibility.  In order to support this mixed environment, lines of demarcation will need to be established for both responsibility and physical space.

4.15  Overlap of SONET and ATM Campus Networks -- Seriousness Factor:  High

It is understood that the ATM Campus Network will be the responsibility of the NMCI Contractor.  It is also our understanding that the responsibility for voice will not transition to NMCI in the first year.  Since the SONET Network at Crane supports both the ATM Campus Network and Crane's telephone infrastructure, we need to resolve the question of who will maintain the SONET Network.

4.16  IP Multicast Audio and Video -- Seriousness Factor:  High

Crane makes use of IP multicast audio and video across the ATM Campus Network as a means of delivering training, news, weather and Command information to its employees.  Questions to be resolved under the NMCI environment include:

· Can Crane continue to broadcast this information?

· Who will maintain the audio/video encoders and servers?

· How will bandwidth charges be assessed for using the campus network for these purposes?

4.17  Broadband Video System -- Seriousness Factor:  High

NSWC Crane has a 450Mhz broadband system that is used for video distribution.  Although the majority of this system is comprised of coaxial cable that would be considered legacy, it has some fiber optic trunks that are carried through the same bundle as fibers that are used for the data network.  Issues of responsibility for these fiber trunks need to be discussed and resolved.

4.18  Video Surveillance System -- Seriousness Factor:  High

Crane's Security Department has a video surveillance system that consists of cameras that can be remotely controlled and monitored over the Campus ATM Network.  Due to the sensitivity of the areas that are being monitored with this system, it is critical that the system remain operational.  If the system is rendered inoperative for any reason, the Security Department must call in additional security personnel to man the area or areas that can no longer be monitored by the surveillance system.  Since the Campus ATM Network is a critical part of this system, procedures will need to be established to resolve problems that occur after normal working hours.

4.19  Intrusion Detection System -- Seriousness Factor:  High

The Security Department currently has two independent systems that are used to sense an alarm whenever an intrusion has occurred in a sensitive storage bunker.  The operation of this system is critical to the point that additional security personnel must be summoned to stand watch whenever the system or portions of it become inoperative.  Because some of the fibers used in this system are carried in the same bundles as fibers that are used for the data network, issues of responsibility for this system need to be discussed and resolved.

5.0  TO-BE

5.1  Organizational Requirements

See Appendices AA through BT and Appendices BV through CQ for specific AS-IS and TO-BE organizational requirements for G&A, Business Units, Tenants, Contractors and other entities co-located at Crane Division.

5.2  FY00/FY01 IT Strategic Plan

With the uncertainty of the IT B&PR initiative and the impending implementation of NMCI, a Division-wide moratorium on IT procurements and acquisitions was imposed on 1 October 1999 and continues.  As needed, Directorate Managers may grant exceptions to this policy. 

5.2.1  Planned IT Initiatives for FY01

5.2.1.1  Communications

· Upgrade building LAN wiring to Category 5

· Continually improve a Division-wide Intranet

· Implement SIPRNET access

· Upgrade video surveillance capability

· Enhance connectivity with Fallbrook site

· Replace aging LAN components (hubs and routers)

5.2.1.2  Application Support Services

· Encourage centralization of all corporate and business systems

· Deploy information architecture using Corporate Data Stores methodology

· Continue transition to DIFMS

· Implement new version of SPS

· Replace aging business systems' servers

· Deploy Laser Fiche document storage and retrieval system

· Continue conversion to a new hazardous material tracking system

· Complete phased implementation of DMS

· Retrofit Corporate Measures application to work with DIFMS

· Deploy Integrated Corporate Financial (ICF), i.e., a system to integrate the input for Workload Information System (WIS), Baseline Assessment Program (BAP) and Budget

· Deploy Code 09 initiatives, i.e., Infrastructure Management System and Energy Management System

5.2.1.3  Common Operating Environment

· Continue migration of Novell servers to NT architecture

· Continue to field a common operating environment for the desktop

· Contract for multi-year PC maintenance and support services

· Implement PKI as part of NMCI and DTS deployments

· Continue fielding a virtual indexing scheme for technical documents

5.2.1.4  Mission Applications

· Replace transducer power equipment and data acquisition equipment in the Hydroacoustic Test Facility

· Replace analog recorders with digital data recorders for flight tests of captive missile seekers

· Deploy Advanced Portable Exciter Controller used for research and development of electronic warfare systems

· Upgrade simulation and modeling capabilities

· Pilot a Distance Support project with Fleet cooperation

6.0  Post-Implementation Evaluation

6.1  Comparison of Actual vs. Predicted Outcome

APPENDICES
Appendix A - List of Acronyms

ACT

Action Collaboration Team

ACTR

Activity Customer Technical Representative

AFGE

American Federation of Government Employees

APMM

Activity Planning and Maintenance Module

ATE

Automated Test Equipment

ATM

Asynchronous Transfer Mode

AUTODIN
Automatic Digital Network

BAP

Baseline Assessment Program

BDC

Backup Domain Controller

BCA

Business Case Analysis

B&PR

Business and Process Reengineering

C&A

Certification & Accreditation

CAAA

Crane Army Ammunition Activity

CAD

Computer Aided Drafting

CAS

Corporate Asset System

CATV

Community Antenna Television

CCA

Claimant/Command Agreement

CCF

Centralized Computer Facility

CCI

Controlled Cryptographic Items

CEC

Cooperative Engagement Capability

CEP

Command Execution Plan

CIO

Chief Information Officer

CLIN

Contract Line Item Number

CM

Configuration Management

CM

Corporate Measures

CMM

Capability Maturity Model

CMS

COMSEC Material System

COMSEC
Communications Security

CONUS
Continental United States

COTS

Commercial Off-The-Shelf Software

CPP

Capital Purchase Program

CQCR

Close Quarter Combat Range

CTR

Customer Technical Representative

CTS

Corporate Travel System

DCPDS

Defense Civilian Personnel Data System

DCPS

Defense Civilian Payroll System

DCTN

Defense Commercial Telecommunications Network

DCTR

Deputy Customer Technical Representative

DEP

Distributed Engineering Plant

DIFMS

Defense Industrial Financial Management System

DISN

Defense Information Switch Network

DITSCAP
DOD Information Technology Security Certification & Accreditation Process

DMDS

Defense Message Distribution System 

DMS

Defense Messaging System

DOD

Department of Defense

DON

Department of the Navy

DRM

Design Reference Mission

DTS

Defense Travel System

EC

Enabling Capability

EIC

Electronic Invoice Certification

EPA

Environmental Protection Agency

ESO

Explosives Safety Office

FDDI

Fiber Distributed Data Interface

FOP

Fraternal Order of Police

FTP

File Transfer Protocol

FTSC

Fleet Technical Support Center

G&A

Government and Administration

GMO

Government Management Office

IAS

Intelligence Analysis System

ICB

Interactive Checkbook Balance

ICF

Integrated Corporate Financial

ILSMIS

Integrated Logistics Support Management Information System

IM

Information Management

IOC

Initial Operational Capability

IPX

Novell's Internetworking Packet Exchange

ISDN

Integrated Services Digital Network

ISP

Internet Service Provider

ISSM

Information Systems Security Manager

IT

Information Technology

ITPP

Integration Test Program Plan

JON

Job Order Number

JONAS

Job Order Number Automation System

LAN

Local Area Network

LES

Leading Edge Services

LRA

Local Registration Authority

MILCON
Military Construction

MOA

Memorandum of Agreement

MPSIDS
Man Pack Secondary Imagery Dissemination System

NAR

Notice of Ammunition Reclassification

NCTS

Naval Communications and Telecommunications Station

NES

Network Encryption Servers

NMCI

Navy Marine Corps Intranet

NOMIS

Naval Ordnance Management Information System

NSWC

Naval Surface Warfare Center

NTPG

NMCI Transition Planning Guide

NWAD

Naval Weapons Assessment Division

NWF

Naval Weapons Facility

NWS

Naval Weapons Station

OC

Office of Counsel

OCC

Operations Command Center

OCONUS
Outside Continental United States

OICC

Officer in Charge of Construction

OIS

Ordnance Information System

OSE

Open Systems Engineering

OSHA

Occupational Safety and Health Agency

PDA

Personal Digital Assistant

PDC

Primary Domain Controller

PEO-IT

Program Executive Office - Information Technology

PKI

Public Key Infrastructure

PMO

Program Management Office

PMT

Property Management Team

POAM

Plan of Actions and Milestones

POC

Point of Contact

PTO

Personnel Transition Office

PWMA

Public Works Management Automation

RAID

Redundant Array of Independent Disk

RAS

Remote Access Server

RFP

Request for Proposal

SCIF

Secure Compartmentalized Information Facility

SCSI

Small Computer System Interface

SEI

Software Engineering Institute

SIPRNET
Secure Internet Protocol Routing Network

SLA

Service Level Agreement

SLDCADA
Standard Labor Data Collection and Distribution Application

SNMP

Simple Network Management Protocol

SOW

Statement of Work

SPECWAR
Special Warfare

SPS

Standard Procurement System

SSAP

Standard Systems Adoption Process

SSG

Software Support Group

SSP

Strategic Systems Program

TBMCS

Theater Battle Management Core System

TCP/IP

Transmission Control Protocol/Internet Protocol

TDY

Temporary Duty

T&E

Test and Evaluation

UIC

Unit Identification Code

URL

Uniform Resource Locator

USMC

United States Marine Corps

VPN

Virtual Private Network

VTC

Video Teleconferencing

WAN

Wide Area Network

WIS

Workload Information System

<!DOCTYPE NETSCAPE-Bookmark-file-1><!-- This is an automatically generated file.

It will be read and overwritten.

Do Not Edit! -->
Appendix B - MOA for NSWC Crane's People Movement Process 

Appendix C - MOA for Personnel Movement Plan Assignments, Process Steps & Guidelines 

Appendix D - Plan of Action and Milestones (POAM)

Appendix E - Crane Division System-of-Systems Diagram

Appendix F - Network Infrastructure Drawings

Appendix G - User/Building Hardware Profile

Appendix H - User Software Profile

Appendix I - Server Survey

Appendix J - Source/Destination Transfers

Appendix K - Other Networked Devices Survey

Appendix L - Legacy Systems Survey

Appendix M - SIPRNET Connectivity Overview

Appendix N - Share-Point Definitions

BUSINESS UNITS
Appendix AA - Code 00 (Command Staff)

1.0  Function

· Command Staff directs accomplishments of the Mission of the Crane Division

· Participates in Strategic Planning to ensure future Mission support

· Ensures that Headquarters' reporting requirements are met

· Ensures safety, security and environmental support and facilities availability to maintain and improve Quality of Life for employees

· Provides leadership and support for Military personnel

· Directs and controls resources and activities required for performance of the assigned Mission

· Provides resource support to Tenant activities

2.0  Requirements

2.1  Explosives Safety Officer (ESO)  POC:  Bill Morgan (854-3648)

2.1.1  Shared Directories

· ESO Shared Folder.  The personnel in the Explosives Safety Office and two DynTel Contractors are all who have access to this shared data directory at \\cninissrv01\eso.

· Explosives-Related Documents.  All Crane-site personnel have access to this folder that contains explosives-related documents:  \\cninjukebox\esocdlist.

· Command Explosives Safety Stoplight Report Folder.  This is a folder that can be accessed by all who can access the Crane Intranet.  It contains the Command Explosives Safety Stoplight Report.  Its location is the CESSR folder of \\cniniis01\datafarm\explsafety.  There are two other folders (ESI & ESSA) in explsafety along with CESSR.  They will no longer be needed when the Command Explosives Safety Stoplight Report becomes fully functional in the next few weeks.

· Automated Explosives Safety Incident Report.  This folder contains a database of all explosives' safety incidents that occur at Crane.  It can only be accessed by a select few at Crane (Navy and Army) via automated email messages that provide the appropriate Uniform Resource Locator (URL).  The location of this folder is:   \\cniniis01\datafarm\explsafetyincrpt.
· Shared Directories.  Ensure that the transfer of shared directories, e.g., ESO's Explosives Related Documents (\\cninjukebox\esocdlist) and the Shared ESO Folder (\\cninissrv01\eso) takes place during transition to NMCI.

· Intrinsically-Safe Palmtops.  These palmtops are to be used to electronically document explosives-related inspections conducted by ESO.  They will be used in conjunction with Public Works' Maximo system (POCs:  Devon Roudebush (854-2468) and Bill Hudson (854-3458)).  The palmtops have been funded for purchase in FY01.  These palmtops must be intrinsically safe so as not to cause electrical initiation in explosives environments.  There is no known source for intrinsically-safe palmtops, however, Mark Hosking of Symbol Technologies (Phone:  703-790-6428, 
Contract:   DAAB15-99-D-015) has a unit currently undergoing testing.  

2.1.2  Remote-Site Personnel.  Jerry Piper is a SAIC contractor funded by Code ESO to provide explosives safety support for Code 409 at Fallbrook, CA, Building 103.  Mr. Piper can be contacted via 

Bill Morgan, 854-3648.  

2.2  Command Evaluation Review (CER)  POC:  Steve May (854-3446)

· Security.  Due to privacy issues and the sensitivity of our work, CER must have secure IT storage accessible only to CER employees.  An on-site server that we have complete control of, including back up and storage of the tapes, is a requirement.

· Graphics Station.  With our own digital camera to use in investigations, we need a system that allows us to download these pictures and incorporate them into reports and working paper files.  This same system should include a scanner as well.

· Support for Internal or External Audits and Reviews.  There must be two laptops available for use outside of the office.  With employees involved in ISO 9000, CPI and other Navy-wide initiatives we must have systems available to use when traveling or working outside of the office.

· Ergonomic Equipment.  Several employees have physical health problems requiring the use of special keyboards and trackball mouse.  One employee requires an extra large display due to eyesight problems.

2.3  Office of Counsel (OC)  POC:  Pedro DeJesus (854-1130)

· Secure Printing Capabilities.  Due to privacy issues and the sensitivity of work, Office of Counsel (OC), will require a printer networked within the confines of OC.  This printer can not be accessible by any users other than OC personnel.  This may be achieved by whatever method is deemed most economically feasible.

2.4  Strategic Planning Office (SPO)  POC:  Larry Weaver (854-6126)

· Technology Transfer maintains a specific laptop and large, flat-screen display panel for NSWC Crane support in conferences, symposiums, off-sites and technical meetings.

· Pam Ingram uses a trackball as opposed to a standard mouse.
Appendix AB - Code 05 (Management Systems Directorate)

1.0  Function

· Provides integrated management systems for planning, resource allocation, budgeting, accounting, systems design, systems development, operation, measurement and analysis support for the Crane Division

· Administers and directs design, operations and maintenance of the administrative telephone and Local Area Network (LAN) system

2.0  Mandatory/Unique Requirements

2.1  Code 0551  POC:  Charlie Goedde (854-1791)

2.2  Code 0552  POC:  Greg Stanley (854-1277)
Requirements of Code 0552 are corporate in nature and are addressed in 4.0 Project Complexities/Risks.

2.3  Code 0559  POC:  Tony Hawkins (854-4160)

2.4  Code 0561  POC:  Cristi Felt (854-5016) 

· Need connectivity for 3-6 people from ACS (contractor) and one person from SEO-PR (Government).
Appendix AC - Code 06 (Employee Services Directorate)

1.0  Function

· Provides essential employee services to the Crane Division and CAAA

· Provides law enforcement, investigative services, physical/information/personnel/industrial security programs and Arms, Ammunition and Explosive (AA&E) security services

· Provides a comprehensive Occupational Health Program for civilian employees and medical care for active duty military and their dependents

· Plans and directs personnel management programs and the Equal Employment/Equal Opportunity Programs designed to develop and provide the human resources for accomplishment of missions and tasks required

· Plans and administers a comprehensive program for the protection of resources, such as personnel, facilities and equipment

2.0  Requirements  POC:  Jean Jackson (854-4476)

· The Learning Resource Center located in Building 121 is on Corporate server, Jukebox, that will be turned over to NMCI.  Need to understand how this support will be handled.

· There are approximately 3,000 security and fire alarm systems throughout Crane Division.  What impact will NMCI have on these alarm systems?

· There are approximately 100 video surveillance cameras throughout Crane Division.  What impact will NMCI have on these alarm systems?

· The "Weather Warning" function resides on the server, THOR, in Building 3173.  What impact will NMCI have on the "Weather Warning" system?

· How will the Training Laboratory located in Building 14 be supported once NMCI is implemented?

· Who will support the TOP SECRET SKIF in Building 2?  

Appendix AD - Code 09 (Public Works Directorate)

1.0  Function

· Administers and directs the design, construction, operations, maintenance and repair of facilities and utility systems

· Operates, maintains and repairs transportation equipment

· Administers the Division's Environmental Management and Protection Program, Natural Resources Program, Energy Management Program, Disaster Preparedness Program, and Family Housing

· Serves as Officer in Charge of NAVFAC Contracts (OIC/ROIC/FSC)

· Performs facility's planning and programming functions

· Provides real estate management, facility disposal, and facility design services

· Provides facility maintenance, repair, minor construction, alteration, demolition, and equipment installation services

· Provides utilities' system operation, maintenance and procurement of commercial utilities

· Provides weight-handling equipment maintenance, certification and management

· Provides Family Housing administration

· Provides energy and environmental management services

· Prepares, maintains and analyzes Public Works Directorate, Family Housing and Forestry budgets

· Presents and defends the Division's minor construction and repair/maintenance budgets to NAVSEA

2.0  Requirements POC:  Devon Roudebush (854-2468)

· Centennial (Contractor) network connectivity comes through fiber to AUI on an 8-port switch which is connected into Building 2516 switch.

· Officer in Charge of Construction (OICC) utilizes Building 2516 network connectivity.

· CAAA has two users (Terry Wininger and the other is unknown) that come through the firewall at Building 3173 to get to the Public Works Management Automation (PWMA) application.

· CAAA has one user (Scott Emery) that comes through the firewall at Building 3173 to get to CNINPWMA server.

· Code 096 PC Transport users require Win95 for PC Transport application to operate.

· Building 2516 servers require 100mb bandwidth.

· The server in Building 36 require 100mb bandwidth.

· The server in Building 3260 requires 100mb bandwidth.

· Building 3173 servers supporting Code 09 applications require OC3 bandwidth.
· Client software for PW IM IT is as follows:

· AutoCAD MAP 2000

· CADPlus

· MAXIMO Enterprise

· MAXIMO EveryWhere

· MAXIMO Maintenance Worker

· MAXIMO Workflow

· MAXIMO Scheduler

· CCB

· SPECSINTACT

· Citrix ICA

· LiveLink

· WinESTimator

· Crystal Report

· Adobe Acrobat

· Microsoft Office 97 Compatible Suite

· Microsoft Project 98

· WinZip

· Oracle Client

· ODBC

· Internet Explorer 4.0.1 SP2 128-bit or higher

· Netscape Communicator 4.7 128-bit or higher

· Citrix ICA Plugin

· Internet Explorer Java Update

· Internet Explorer HTML Conv

· Internet Explorer Update

· Acrobat Reader with Search 4.05 or higher with Plugin

· Volo Plugin

· TIFF Viewer such as MSPaint
Appendix AE - Code 11 (Supply Directorate)

1.0  Function

· Administers and directs Supply functions in support of Crane Division production, maintenance, research and other special Naval operations

· Performs acquisition and freight traffic service

· Performs receipt, storage and issue of Division material and inert ordnance equipment

· Functions as reserve primary and secondary stock point for designated material

2.0  Requirements  POC:  Margaret Veatch (854-4538)

· ILSMIS Printers.  Legacy printers print ILSMIS documents and barcoded forms, and also print desktop applications.  Other departments have unique requirements in reference to the DD1149 barcode printers and outgoing funding documents that the departments are using.

· Radio Frequency Barcode System.  Supply is currently using radio frequency in warehouses to improve accuracy and to locate material more efficiently.  This system is tied to the ILSMIS system.

· Keyboard Interfaces.  Supply uses keyboard interfaces on the workstations to scan barcodes into ILSMIS.

· Outgoing Modem Bank.  The modem is used for sending ranking information for Continental United States (CONUS) Freight Management (CFM) and enables us to fax from our workstations using Microsoft Faxing and NWConnect.

· SAVI.  Accessibility to SAVI System is critical to the tracking of ammunition shipments (the Web server installs several certificates locally).  

· Support Requirement.  Contractor requires dial-in capability to Laserfiche system to perform routine maintenance functions. 

· Learning Lab.  Users require ability to log into test systems instead of production systems to perform verification of system for development and production purposes.

· Mission Critical Systems.  Transportation requires availability of workstations and printers to process mission critical shipments.

· Transportation Requirements.  Transportation requires ability to print to Army printers and access Army servers.

· Household Goods.  TOPS server is required to connect to Fort Belvoir, VA.

· Data Transfers.  Require to perform data transfers with Code 40 for the SUSA and SNV files.

· Web Browsers.  Require both Netscape and Internet Explorer 128-bit versions.

Appendix AF - Code 113 (Inventory Management)

1.0  Function

· Manages material records for the Division and Fleet support material

· Directs Working Capital Fund (WCF) material requirements' determination and pre-planning for customers

· Directs repairables management

· Directs technical screening and requisition cataloging

· Provides expediting service for Casualty Report (CASREP) material for the Crane Division

2.0  Requirements  POC:  Margaret Veatch (854-4538)

Appendix AG - Code 116 (Acquisition)

1.0  Function

· Performs acquisition of appropriated fund materials and services except:  facilities maintenance/ construction, architectural and engineering, forestry and commercially available training (<$25K)

· Responsible for pre-award, award and post-award contract functions

· Responsible for acquisition of supplies from system and coordinated procurement sources

2.0  Requirements  POC:  Margaret Veatch (854-4538)

Appendix AH - Code 30 (Plans and Programs Directorate)

1.0  Function

· Develops Long Range Business Development Plans and integrates Long Range Business Development Plans into the Division Strategic Plan

· Performs analysis to identify emerging programs for which the Crane Division can play a role in providing value-added engineering and technical services

· For identified programs, establishes processes and teams to communicate the Crane Division's potential role to program offices via various methods including briefings, proposals, cost estimates, etc.

· Distributes and integrates workload realized from above efforts to Division organizations

2.0  Requirements

Appendix AI - Code 40

1.0  Function

· Analyzes organizational/operational effectiveness, efficiency and recommends allocation of resources, workload assignments and procedures

· Provides administrative services including coordination of personnel actions and records, Equal Employment Opportunity, incentive awards, training, budget preparation, financial management, workload management, equipment planning and accountability, facilities planning, security, internal control coordination, safety, etc.

· Manages and coordinates utilization of information technology within the Directorate

· Compiles long-range plans for the Directorate

· Maintains central Point of Contact (POC) for large contracts

· Provides classified mail screening, information security, secret material control and provides Directorate reports control in accordance with the Division's Reports Management Program

2.0  Requirements

2.1  Code 40/401 Staff  POC:  Larry Phelps (854-5456)

Code 40/401 Staff does not have any unique requirements.  They do have a VTC that relies on a ISDN connection.  See 3.1.2.3.3  VTC, Building 3284 (Code 40).  Code 40/401 Staff does not maintain any network equipment, e.g., servers, hubs, routers, etc., therefore, there are no configuration drawings for these organizations.
Appendix AJ - Code 402 (Ammunition Engineering)

1.0  Function

· Serves as focal point for NAVSEASYSCOM Demilitarization Disposal Program

· Provides design/development and design agent, Acquisition Engineering Agent (AEA) and In-Service Engineering Agent (ISEA) services for Demolition and Offboard Countermeasure devices

· Provides acquisition engineering and ISEA services for Surface/Subsurface Launched Pyrotechnic and Chemical devices and Gun Ammunition

· Maintains overall coordination and management of assigned ammunition items in the areas of procurement, maintenance and logistics

· Serves as life cycle manager for air-launched weapons, including design, development, in-service engineering, product improvement and production/procurement/renovation support for rocket warheads, fuzes, pyrotechnics, and other conventional ammunition items as assigned

· Provides ammunition logistics operations analysis services

· Provides Receipt, Segregation, Storage and Issue (RSS&I) Program Management for the Naval Ordnance Center

2.0  Requirements
Appendix AK - Code 403 (Marine Corps and Ammunition Logistics)

1.0  Code 403 POC:  Dennis Turner, 854-5030

2.0  Function

· Directs engineering functions for Marine Corps weapons systems, Class V(w) ammunition and guided missiles, and directs the operation of the guided missile processing facility

· Serves as ISEA for Marine Corps missile systems, the Navy STINGER weapons systems, and Marine Corps Class V(w) ground ammunition

· Provides In-Service and Production Engineering for the Marine Corps unique Shoulder-Launch Multipurpose Assault Weapon (SMAW) system

· Provides ISEA, AEA and logistics support for acquisition, deployment and operations of Marine Corps Mine Warfare Systems and related product improvement programs

· Manages automated Ammunition Logistics for the Navy Ordnance Center

· Assesses all subjects, issues or problems involving the acquisition process for Automated Information Systems (AIS) requirements

· Develops complex specifications, statements of work and administrative packages for AIS

· Serves as contracting officer for major ADP procurements

3.0  Infrastructure Diagrams

See diagrams in Appendix AK for the following buildings:

· Building 2805 (Code 4031 (Missile Storage & Maintenance Branch))

· Building 2390 (Code 40311 (Missile Storage & Maintenance Section))

· Building 3212 (Code 4033 (Marine Corps Ammunition Branch))

· Building 2524 (Code 403 (Marine Corps & Ammunition Logistics Department))

                               (Code 4034 (Ordnance Logistics Support Branch))

                               (Code 4035 (Ordnance Logistics Systems Branch))
4.0  Requirements

4.1  Code 4035 (Ordnance Logistics Systems Branch)

· Software Development Activities

· Multiple client Windows operating systems to simulate and test user environments (i.e., Windows 95/98/NT/2000)

· Windows NT and UNIX server operating systems for same reasons as above

· Barcode scanner and printer connectivity

· Equipment for ROLMS standard production/user use

· New equipment for test and evaluation

· Migration/Integration with future Ordnance Information System (OIS)

· Require access to servers at multiple sites (reference the Source/Destination Transfers document)

· FTP of application executables, Notice of Ammunition Reclassification (NAR)/technical data files, and data extracts

· SQL *Net
· The help_rolms@crane.navy.mil email address/folder needs maintained for user support
· Need access to local legacy systems via Remote Access Server (RAS) while TDY
· Also use this connection as means to access other off-site servers

· Support Contractor (CACI) is located in Bloomington, IN

· Repository/Configuration Management (CM) for applications

· Code 4035 accesses via FTP for new versions

· CM for problem report tracking database
· Code 4035 accesses via Web

· Access Help Desk server for Trouble Call entry/review and data extracts

· Have mapped as a drive to the clients

· Maintain ROLMS Web Site

· Daily NAR updates

· Weekly status updates

· Periodic posting of Newsletters, documents, etc.

· Perform Test and Evaluation (T&E) and system configuration (client and server) for user-supplied systems

· Depot repair facility for barcode printers and scanners

· End-user, Jacky Goad, must have ergonomic keyboard

4.2  Source/Destination Transfers

See Source/Destination Transfers in Appendix AK for off-site accesses.
Appendix AL - Code 404 (Defense Security Systems)

1.0  Function

· Provides program management and technical expertise to design, procure, install and support integrated shipboard and shore-based physical security systems and equipment for the Department of Defense worldwide

· Conducts engineering surveys, anti-terrorism assessments and site assist visits for the purpose of determining requirements for physical security upgrades to Navy ships, Navy and other DOD facilities

· Provides technical support and repair for all medium and high security locking systems used by the Navy, Marine Corps, Coast Guard and other non-DOD agencies

· Performs special projects targeting infrastructure improvements through the application of security technology, including the Smart Ship and Smart Base Program

2.0  Requirements POC:  Janet Hart (854-1354)

See drawings in Appendix AL for Buildings 8, 10, 180 and 3252.
Appendix AM - Code 405 (Test and Evaluation)

1.0  Function

· Provides technical management and engineering test and evaluation services, including the simulation of environmental conditions for Pyrotechnics and Conventional Ammunition and Strategic Weapons Systems, ordnance systems and components

· Provides scientific evaluation of hazardous/energetic materials

2.0  Requirements

2.1  Code 405  POC:  Larry Phelps (854-5456)

See enclosed network diagram for the Building 143 complex.  All other 401 and 405 buildings are end-user buildings with no unique network set up.

· Code 405 Document Control.  The Code 405 Document Control System resides on the Legacy file server FS-4056.  The system is based on a commercial software package from Powerway, Inc.  (Powerway Desktop Manager and Powerway Document Manager).  We currently have 3 licenses of Document Manager and 81 licenses of the Desktop Manager.  These licenses are licensed to the actual desktop, not the user accounts, to allow for Kiosk-style set-ups.  All Code 405 personnel have an account in the Document Control System.  Under NMCI, a standard seat is no problem (except for a second issue in the next paragraph) in that the software can be added to the individual's software profile.  This does become an issue where a NMCI seat will be shared since the software cannot reside as part of the user's software profile.  It is recommended in areas where the NMCI seat will be shared, that the Powerway Desktop Manager software be installed directly on the seat.  A second issue with the Powerway software is that we (Code 405) maintain a software maintenance agreement.  Periodically through the year, Powerway will issue an update that is installed on the legacy server.  If the update makes a change to the client software, the user will be notified on the next access that an update is available and if they wish to install the update.  These updates need to be taken into account whether the software is installed directly on the desktop or as part of the user software profile.

· SWSNET Access.  Personnel in Building 143, Code 4056, require access to SWSNET to support testing requirements.  Currently, the 164.227.204 subnet has been identified within the SWSNET network.  Access includes FTP access, HTTP access and direct connection to resources residing within the SWSNET environment.  PCs and Legacy servers residing in Building 143 need to retain access through SWSNET.
· Strategic Missile Data Entry System.  The data entry system consists of multiple PCs located throughout Building 143.  In some cases, the data entry system is a dedicated PC, in other cases the PC test controller also serves as the data entry system.  Also included in this system are two printers located back in the test areas for printing of data sheets. 

· EDD Test Console and MK 48 Test Console in Building 142.  These consoles are not tied to a specific ethernet outlet.  These consoles are designed to test various ordnance items and are moved around within Building 142 to to support these tests.  These consoles will need various physical outlets available to continue to function.

· Access to FS-4056 from Legacy PCs (Non-NMCI).  In the areas that have opted for a shared seating environment, the users' legacy PCs will be used to perform analysis on test data, test reports, access shared data on the Legacy server FS-4056, as well as accessing applications residing on FS-4056.  It has been requested that these systems retain network connectivity to access FS-4056, via the wall-plug option, to retain current capabilities.  These systems would not be used for email or internet/intranet access.

· Steve Schantz, the Range Safety Officer, currently uses a laptop in the field and is in the process of setting up the laptop for remote access via a cell phone.  He has opted for the portable/docking station option and needs to ensure that the modem will be compatible with dialing up using a cell phone.

· As an ordnance testing department, personnel routinely receive explosives-related documentation, test data, presentations, etc., on CDs.  Therefore, all NMCI seats must have the capability to read CDs.
Appendix AN - Code 407 (Pyrotechnic Development)

1.0  Function

· Conducts research and development for pyrotechnic and countermeasure devices and for demilitarization of ordnance

· Conducts product improvement programs

· Provides integrated logistics support and maintenance engineering

· Conducts malfunction investigations for pyrotechnic and countermeasure devices

· Provides design of packaging and plastic components, model shop services and experimental loading operations

2.0  Requirements
Appendix AO - Code 408 (Weapons)

1.0  Function

· Performs engineering, acquisition and logistics (including configuration management and documentation) of small arms weapons, ammunition, mounts and related equipment, mortar and grenade systems, and lightweight anti-armor weapons

· Provides all agent assignments for small arms weapons, mounts and related equipment as well as the Design Agent assignment for small arms ammunition

· Provides in-service and acquisition engineering support for non-standard small arms ammunition

· Provides engineering, acquisition and logistics for the 25mm MK38 Machine Gun System, Stabilized Weapons System Platform (SWPS) and minor caliber weapons

· Maintains the Small Arms Data Management System for the Navy, Marine Corps, and Coast Guard

· Performs maintenance and overhaul of small arms weapons, mounts, aircraft guns, and related equipment, including the MK38 System

· Operates the indoor and outdoor small arms ranges

2.0  Requirements

2.1  Indianapolis Site Transition

Currently, the Indianapolis office has about 30 people, 10 of which are Government employees.  The number of people at this site is expected to increase to about 70 within the next year.  A network diagram is being developed for this site, and Help Desk and system support from the Crane site is being worked out. 

The Crane-to-Indianapolis VPN has been installed and is currently allowing the Indianapolis network to access Crane's Intranet web pages at http://intranet.crane.navy.mil.  This connection is also allowing Crane Client to access the "Crane Indy Switchboard!" at http://208.229.158.69/.

An additional trip to Indianapolis will be needed to complete the following tasks:

· Set up DHCP server on Indy Server to assign IP address at the Indy Office to help change the default route on each workstation.  The default router change will be required for Indy clients to access Crane NT resources (e.g., Wins, Exchange, network shares, etc.)

· Modify Default route on NT servers.  This will be required to set up WINS and trust relationship with NSWC Crane.

· Set up Trust with NSWC Crane.  This will be required for Indy users to be able to use NSWC Crane Email and access files on Indy's local Domain.

· Set up accounts for Indy users on Crane's Email servers.

· Set up MS outlook on systems at Indy to access Email at Crane.

· Work with ISP to have official POP mail account forwarded to user @crane.navy.mil.  NOTE:  This needs to be coordinated between Indy users and their ISP.

· Provide Indy NT administrator with documentation on how to manage security on NT files in a Trust relationship.
Appendix AP - Code 409 (Marine Corps Programs:  Fallbrook Detachment, CA; UIC:  32893)

1.0  Function

· Designs/Develops engineering solutions and provides systems operational evaluations for combat systems and subsystems as assigned.

· Performs reliability, maintainability, availability, and quality (RAM/Q) analyses during systems' life cycle.

2.0  Requirements

See Fallbrook Detachment NMCI Transition Plan (UIC:  32893).

3.0  NMCI Contract Translation RECAP
CLIN
Description
As-Is Qty
To-Be Qty
NMCI Unit Cost
NMCI Extended Cost

0001
Fixed Workstation Seat
78
24



0002
Portable Seat
26
86



0003AA
Full Service Embarkable Workstation Seat
0




0003AB
Limited Service Embarkable Workstation Seat
0




0004AA
Full Service Embarkable Portable Seat
0




0004AB
Limited Service Embarkable Portable Seat
0




0005AA
Basic Hybrid Seat
0




0005AB
Enhanced Hybrid Seat
0




0006
Wall Plug Service
48
80



0007
High-End Seat Upgrade Pkg
6




0008
Mission-Critical Seat Upgrade Pkg
1




0009
Classified Connectivity Upgrade Pkg
3




0016
Additional Shared File Services
4
14



0018
Classified Remote Access Service (CRAS)
0




0019
Classified/Non-Classified Selectable Conn
1
1



0021
Defense Messaging System Data Seat Upgd
1
1



0023
Optional User Capabilities
97
97




Docking Station/Port Replicator






Personal Digital Assistant (PDA)






Personal Desktop Computer (Standalone)






Laptop Computer (Standalone)
90
90




Printers
30
10




Project Management Software






Copier
5
5




Scanner
5
5




Facsimile Machine
8
8




Automated Control Sensor






Collaborative Services & Planning






Workflow Management






Printer Toner Cartridge





0024
Additional Non-Classified Account
0




0025
Additional Classified Account
0




0026
Additional Moves, Adds & Changes (MAC)
0




0027
Application Server Connectivity
2
2



0027AA
Standard Low Bandwidth App
0




0027AB
Standard Medium Bandwidth App
0




0027AC
Standard High Bandwidth App
0




0027AD
Mission Critical Low Bandwidth App
0




0027AE
Mission Critical Medium Bandwidth App
0




0027AF
Mission Critical High Bandwidth App
0




0028
Data Warehousing
0




0029
Legacy Systems Support
0




0030
Network Operations Display
1
1



0032
External Network Interface
2
2



0033
IT/KM Retraining Pgm
2
2



0034
Satellite Terminal Support
0





Total Code 409 NMCI Costs



$

Appendix AQ - Code 601 (Plans and Administration)

1.0  Function

· Provides administrative services including coordination of personnel actions and records, budget preparation, equipment planning and accountability, facilities planning, security, safety, Equal Employment Opportunity, incentive awards, training, mail and files, etc.

· Analyzes organizational/operational effectiveness, efficiency and recommends allocation of resources, workload assignments, and procedures

· Compiles long-range plans for the Directorate

· Responsible for Directorate Product Integrity Program, including internal control functions and audits

2.0  Requirements
Appendix AR - Code 602 (Microelectronics Engineering)

1.0  Function
· Provides total life cycle engineering support for electronic and photonic components, commercial technologies, obsolescence risk management, and computer resource open system architectures

2.0  Requirements  (POC:  Greg Held (854-1352))

2.1  Code 6021

· System Impact Summary.  The Open Systems Engineering Branch's facility has a network infrastructure requirement to maintain its ability to perform assigned evaluations of various network and hardware products.  Products within this network are required to use operating systems and applications appropriate to the assigned tasks from the sponsor.  Drivers and development software for these systems requires complete administrative control for the product under test and a majority of the testers.

· Recommendations.  Code 6021 recommends having a central point of access using a gateway between the Open Systems Engineering (OSE) system network and the NMCI network.  No system that requires authentication with NMCI shall be assigned within this OSE system IP space.  Any requirements for interaction between networks shall be negotiated with the NSWC agent for the contracting authority.  The hardware, software and services used for Office Automation within Building 2035 should be assigned IP addresses that are outside the gateway's address range, and be connected via independent NMCI networking hardware.

· The following is a list of required attributes that need to be maintained with Code 6021 in order to continue the current operational capabilities and to maintain compliance with the OSE-based operational standards that we have developed for our hosts and associated resources.

· Network Hardware:  Hubs, Switches, Cabling and Processor-based equipment that is used in direct support of, and is directly connected to, the OSE system's networking infrastructure.

· Control and assignment of an IP address range of approximately 50 or more addresses.

· Management and control of IP routing equipment connected to the OSE network.

· Management and control of all Servers and Workstations used exclusively with the OSE domain.

· Management and control of the OSE Operating Systems and Applications used in the domain.  Including, but not limited to:  WindRiver VxWorks, WindRiver Tornado, Bootp Server, FTP Server, Linux, HP UX, HP RT, and Solaris.

· Anticipated interactions between the OSE and NMCI networks are:

· File sharing/transfer between OSE and NMCI networks for data analysis, report generation and archiving

· Internet access to vendor information and software downloads for OSE applications and hardware.

· FTP file transfer from/to Environmental test facilities.  This may require the interim use of an NMCI or other IP address for the item(s) located at the environmental test facility.
Appendix AS - Code 603 (Fleet Maintenance Engineering)

1.0  Function

· Provides services in support of test, diagnostics and repair for Fleet systems

· Provides engineering services such as Test Program Set (TPS) management and development, reliability and quality analysis, hardware and TPS testing, vendor review and surveillance, and Automatic Test Equipment (ATE) support

· Provides engineering support to the Consolidated Automated Support System (CASS) Program Office

· Participates in assigned Technical Working Groups (TWGs) and leads efforts associated with the downsized Reconfigurable Tester (RCASS) and the Digital Test Unit (DTU)

· Provides full range of support for Test and Measurement Equipment (T&ME) including design, selection assistance, acquisition engineering, technical support, configuration control, asset management, and Fleet and shore monitoring for US and foreign military activities

· Administers the Navy Metrology and Calibration (METCAL) Program for the Division

· Provides test equipment and metrology engineering support to Division activities

· Provides centralized test equipment management

· Provides required tools, techniques, training and support to ensure that progressive repair can and will be done at the lowest maintenance level practical to the Fleet

· Serves in the ISEA, Acquisition Engineering Agent (AEA), Technical Direction Agent (TDA) and Training Support Activity (TSA) agent roles supporting the Micro-Miniature Repair (2M) Program for NAVSEA

· Provides modeling and simulation techniques for circuit card assemblies and Application Specific Integrated Circuits (ASIC) including the development of VHSIC Hardware Description Language (VHDL) models for ASICs and circuit card assemblies and test pattern generation utilizing LASAR

· Provides technical assistance in the acquisition, deployment and support of Commercial Off-The-Shelf (COTS) circuit card assemblies

· Performs market surveys, reliability studies, vendor site surveys and hardware evaluations of COTS circuit card assemblies

2.0  Requirements

· Code 603 requires connectivity to the Strategic Systems Program (SSP) network, Strategic Weapons Systems Network (SWSNet).

· Upgrade wiring in Building 39 to CAT 5.
Appendix AT - Code 604 (Systems Engineering)

1.0  Function

· Provides management, engineering and logistics support for the design, acquisition and life cycle support of electronic products

· Performs engineering design/analysis/simulation and development model fabrication of electronic products

· Assists program offices and contractors with electronic hardware selection, usage and design reviews to maximize use of non-developmental items, including COTS products

· Performs thermal and reliability analysis, electronics interconnect methodology and system tests

· Performs microcode and firmware architectural design and programming for electronic equipment

2.0  Requirements

2.1  Code 604  POC:  Dan Graef (854-6269)

· CNIN604CM1, CNIN604CM2 and CNIN604CM3 legacy servers use the CODE604 NT domain for user authentication and the Primary Domain Controller (PDC) and Backup Domain Controllers (BDCs) for the CODE604 domain will be turned over to NMCI.

· Building 2044 has SIPRNET capabilities.

· CNIN604CM1, CNIN604CM3 and CEC.CRANE.NAVY.MIL have/need open http access to and from the internet.

· CNIN604CM1, CNIN604CM2 and CNIN604CM3 use Oracle Net client software to do SQL queries on csap.ftsclant.navy.mil.  Currently, this does not require any openings in Crane's firewall.  Fleet Technical Support Center (FTSC) had to open their firewall for this to happen.
2.2  Code 6044 (Product Support Branch)

Code 6044 Computer related Assets, which may or may not be included in NMCI are listed below:


(1)
AN/SQQ-89 is WWW -enabled PDMS Legacy Support System Development and Operation, located in Building 2045 (POCs:  Andy Brough, Joe Toy and Dan Graef.



(a)
PDMS Server System



(b) 
PDMS Computer Equipment, including integrated CAD Workstations and peripheral equipment


(2)
CEC Program is WWW-enabled CM Legacy Support System located in Building 2044 (POC:  Jim O'Brian)


(3)
Specialized Document Digitization / Scanning Process Equipment / Network / Software used for both local and external customer support.  Self contained in Building 2045.  Uses servers located in Code 055, Building 3173.


(4)
Specialized Communication Network Engineering and Security Computer / Software used for Development of Telemaintenance Project / Distance Support Project / Mediterranean Physical Security & Communications Project / others.  Global in nature.


(5)
Livelink WWW-enabled Intranet Knowledge / Information Management System Software and Hardware Development for the Crane Division Corporate Document Management System, and other local applications.  Includes Systems Development for several external customers (i.e., FAA, NAVAIR, DLA / DSCC, etc.).  Supports Crane Division and NAVSEA Knowledge / Information Management System Mandated Requirements.


(6)
Miscellaneous Electronic CAD and Mechanical CAD Workstations and peripheral equipment dedicated to development of both Electronic Product Digital Definition Sets (EPDDS) and Mechanical Product Digital Definition Sets (MPDDS), all of which will "run" on the WWW.  Will support e-Commerce.


(7)
ISDN line to perform remote maintenance on the CQCR system.
Appendix AU - Code 605 (Advanced Technology)

1.0 Function

· Develops engineering expertise and capabilities applicable to the various tasks needed to support the operation, maintenance and improvement of the Fleet Ballistic Missile weapon systems for the Strategic Systems Program (SSP)

· Provides technical and administrative support to program office personnel during the planning, development, production and deployment stages of the Trident missile system to assure its high quality, high reliability and life-cycle cost effectiveness

· Serves as technical consultant to NAVSEA, SSP, Defense Nuclear Agency (DNA), U. S. Air Force (USAF), U. S. Army (USA), and other agencies regarding systems development trade-offs, materials' analysis, composite materials and radiation hardening

· Serves as consultant to the USAF Space Division Electronic Component Steering Committee

· Provides comprehensive failure and construction analysis of the structures of electronic modules and components

· Reports the identified problems and recommends corrective action for all types of weapon systems

· Performs material analysis and related engineering support

· Performs logistic support for SSP Branches by procurement of scarce materials and temporary storage of equipment and materials during production and deployment

· Assesses the impact of new technologies and scientific/engineering breakthroughs and identifies applications that may be beneficial to customers while also evaluating potential risks that may develop

· Develops models describing electronic components/ system behavior in both radiation and normal environments

2.0  Requirements  POC:  Bud Hoerter (854-6400)

2.1  Remote Site Transition

2.2  Microsoft Exchange Server

Due to the requirement imposed by the Strategic Systems Program Office (SSPO) for secure communications within the Trident Guidance community, secure routers are used at each site to encrypt/decrypt communications between those sites.  The server handling the mail portion of these communications must be located on the same network segment as the secure router to prevent unencrypted transmission across the Campus LAN.

2.3  Network (Domain)/Firewall

A unique domain is required to support the mail server used for secure communications.  Mail sent to crane.navy.mil would be directed to the NSWC servers whether they came through the secure router or not compromising the security of that communication.  Therefore, a unique domain, atd.crane.navy.mil is required so that mail sent through the secure router can be directed to the appropriate mail server.  Because we are operating a unique domain, it is necessary to firewall that domain so as to be able to monitor and, at times, control data in and out of the domain.

2.4  T1

The Strategic Weapons System Network (SWSNet) is a fractional T1 (256Kb).  Code 605 has no other dedicated line.

2.5  SWSNet

Due to the requirement imposed by SSPO for dedicated connectivity within the SSP community, SWSNet was implemented.  SWSNet is a dedicated fractional T1, which terminates at any SSP- owned router in Building 3173.  Code 05 programs the router under the direction of Code 6058 and SSP.  The routing tables must be coordinated with other routers on base to assure that SSP information is routed over SWSNet and not the general Crane gateway.

In order for both the Secure Router and SWSNet to operate, accommodations need to be made relative to the Crane Firewall.  A unique protocol, protocol 50, must be allowed through the Crane Firewall to our network.  This is the protocol used by the secure router to accomplish its task.  Other specific portals are needed for SWSNet, as Crane hosts the 6058 Web Page and an image server, both of which are used extensively by SSPO and other Trident Community sites.

Most of the communication this department engages in is not with the rest of the Navy.  Most of our communications are with other members of the Trident community in the private sector:  Lockheed, Draper Labs, DRC, etc.  Our communication requirements are the result of consensus among all the Trident community members.  SSP does not dictate these requirements; it has to abide by and operate within them like all the other private sector participants.  If we intend to remain a member of the Trident Community then we must be able to participate in that community.  This is the reason Code 605 has unique communication requirements. 
Appendix AV - Code 606 (Expeditionary Warfare)

1.0  Function

· Provides management, acquisition and life cycle engineering and technical support of electronic products for the U. S. Marine Corps (USMC), Navy and Army expeditionary, amphibious and littoral warfare communities

2.0  Requirements  POC:  Jim Winkler (854-6757)

· Buildings 2036, 2692 and 3239 currently have thin wire and/or coax that needs to be upgraded to 
CAT 5

2.1  Code 606 Legacy Application Requirements

· NT Server KABLE.  Code 606 currently uses locally designed MS Outlook forms for use as an electronic leave and overtime request and approval function.   Stored on the 606 NT Server "Kable" are .oft files for each branch to use when submitting requests for leave or overtime.  Each form is designed with pre-set addressing to the approval authority and designated time and attendance personnel.  The following file names on the 606 server directory in the \\kable\library\forms\ folder are used for this purpose.

· 606FLA.oft

· 606LReq.oft

· 606TReq.oft

· 6061FLA.oft

· 6061LReq.oft

· 6061TReq.oft

· 6062FLA.oft

· 6062LReq.oft

· 6062TReq.oft

· 6064FLA.oft

· 6064LReq.oft

· 6064TReq.oft

· 6065FLA.oft

· 6065LReq.oft

· 6065TReq.oft

· 6067FLA.oft

· 6067LReq.oft

· 6067TReq.oft


These submissions, one approved, are kept by the time and attendance personnel for three


years.  No special client or server-side applications are required for use with the forms, but the


forms themselves for all the past approvals are required to be kept on file.


Also, a repository of common images, logos and graphics are kept on this server.  When 


transition takes place to the new NMCI hardware, these folders need to be replicated on the new


resource.  The required shared folders are as follows:

· \\Kable\BDT\  (Business Development Team Data Files and Presentation Material)

· \\Kable\CEC\  (Cooperative Engagement Capability (CEC) Project Information)

· \\Kable\Library\Walker\  (Personal Folder - Rob Walker)

· \\Kable\Library\Forms\  (All forms for Leave and common 606 access)

· \\Kable\Home\  (Other personnel's home folders -- All 606x)

· NT Server CNIN606B3259.  Code 6065 is currently using shared folder and file resources on this local server.  With this system's transition to NMCI, the following shared folders need to be replicated on the new server.

· CNIN606B3259\Public\  (Branch shared files)

· CNIN606B3259\Public\Purchases  (Specifically shared six-part stub tracking file .xls format)

2.2  Code 6062 Servers

· CQCR Server.  The TDZ 2000 is a Close Quarter Combat Range (CQCR) asset.  It is used as a backup for the CQCR system located at Dam Neck, VA.  It is also used to evaluate and test various CQCR software/hardware upgrades.  This system also includes a VME computer and controller.  It should be considered a legacy system.  It is not required to be on the Crane network.



Serial Nbr:  H28410


TDZ2000 Computer



Tag Nbr:  10000108783000

Processor



Tag Nbr:  10000127387000

Controller

· 604nt-srv Server.  This server is used as a license server and application server for the Veribest design tools, Flotherm Analysis Tool and Xilinx development system.  This server could be converted to an NMCI asset, assuming correct revision levels for client and server side software are provided.



Tag Nbr:  164M024743


Processor



Tag Nbr:  164M024742


Monitor

· Phoenix2 Server.  This server is used to provide access to the printing and scanning shared resources for Code 6062.  The printer is a color laser printer capable of printing on Tabloid Plus 
(13" x 19") paper.  Both the printer and scanner are used to scan and print engineering documents for Theater Battle Management Core System (TBMCS) and Intelligence Analysis System (IAS) 
AN/UYQ-69, the AN/PSQ-13 Man Pack Secondary Imagery Dissemination System (MPSIDS), CQCR and other in-house projects.  Because of the large format and color capability of the printer and ready access to it and the scanner, both resources need to stay in Code 6062, although the server they reside on may become an NMCI asset.



Tag Nbr:  164M020946


Processor



Tag Nbr:  164M020948


Monitor



Serial Nbr:  J205A69


Tektronix Phazer 780 Printer



Serial Nbr:  SG5BG220NF

Scanner

2.3  Code 6064 Legacy Systems in Building 3209 and Building 3218

· Stinger Test Set.  This system is in Building 3209.  It is used to run programs for the testing of the Stinger Missile.  Doug Morgan (854-6549) is the POC for this system.  It does not require a network connection.

· Video Capture.  This system is in Building 3209.  It is presently being used by Rusty Parsons 
(854-5340) as his desktop system.  He has enhanced the system for video capture for producing training videos, movies and presentations.  He would like to keep this system as is.  Rusty has requested new systems for his own use.  It does not require a network connection.

· Aircraft ID.  This system is located in Building 3209.  It is a desktop system connected to an HP scanner.  A HP scanner-specific card is installed in the system.  This system is used as a training and curriculum development aid.  Rusty Parsons (854-5340) is the POC for this system.  This system is the property of Special Warfare (SPECWAR).  Rusty would like to retain this system until he can talk to SPECWAR about its disposition.  This system does not require a network connection.

· Gripstock Monitoring Unit.  This is a laptop system located in Building 3218.  This laptop is used in conjunction with a signal capture interface unit to monitor and capture signals of the Stinger gripstock.  Barry Welch (854-2474) is the POC for this system.  This system does not require a network connection.

· Digital Camera Download and Scanner.  This system is located in Building 3218 in the lab.  It is used as a common system for the downloading of images from the digital camera and as a scanner.  The scanner uses an older Small Computer System Interface (SCSI) interface.  The POC for this system is Stan Thompson (854-4998).  It does require a network connection.

2.4  Code 6067 (SSA Tactical Software Development System)

· Software Engineering Institute (SEI) Rating Requirements.  The SSA has an inherent network infrastructure requirement, based on its unique methods of operation, and the internal building network's relationship to the Branch's Capability Maturity Model (CMM) Level II certification rating.  In March and April 2000, representatives from the Software Technology Support Center performed an Assessment of the SSA facility and personnel to determine if Code 6067's business processes and methods of operation were within the standards set forth by SEI.  The Assessment Team performed an audit of Code 6067's software engineering, management, configuration control and quality assurance processes.  The eight  team members completed the audit on 6 April 2000, and rated the facility as CMM-2 as defined by SEI.  After the assessment review was completed, Code 6067 developed a plan for continued process improvement, and are tentatively scheduled to begin another review in August 2001 for compliance with the CCM Level 3 process model.

· Hardware Requirements.  The SEI CMM Level II Software Development Facility is comprised of multiple hosts and workstations used with networked simulators to engineer, test and diagnose tactical software for multiple platforms.  The system uses multiple PC-based Unix workstations, simulators and networking devices that utilize most of an entire IP range of addresses.  Linux and Unix workstations are used to create, compile and track changes in software.  SSA-designed database services and customer HTML interfaces are used to manage the CMM processes for all programs under production.  The SSA system's internal network uses its own authentication process to validate users via a YP protocol for access to multiple platforms.  Authentication is then used to control access to Case tools, software CM processes and other software development programs.  This legacy network is protected from external access by a filtering router that contains automated processes that log network intrusion; automatically creates and distributes intrusion reports; and, notifies standby personnel via email.  The only access into the SSA's local network is by authenticating at the gateway using a process called OPIE that validates a one-time pass phrase before a connection request is actually routed to the intended host.

Control of 164.227.42.x IP range of addresses is essential to the test environment.  IP-based simulation equipment and deployable fleet resources are routinely connected and disconnected, and may be required to have multiple IP assignments or IPs that are different  from one simulation to the next.  Control of the IP address assignment is also necessary because of the software license manager applications that reside on the main host systems.  Each license manager uses known IP assignments to control the access to the shared applications.  Dynamically-assigned addresses might introduce a loss-of-use situation if a leased IP were to expire and be inadvertently reassigned.  Dynamically-assigned IP addresses, and variations in CPU "s/n" will introduce a loss-of-use situation with the current license manager program.

· Software Requirements.  The SSA uses the following programs for code development:

· Case Tools:  Rational Rose, McCabes, Cayanne

· Compilers:  C++, C, Ada, Pascal, MTASS/M, Fortran, COBOL

· Assemblers:  68000, 6800 and 8800

· Languages:  Perl, Java, HTML, ColdFusion

· Operating systems.  The SSA provides software support for the following Operating Systems:

· Solaris, HPUX, VMS, WIN-NT, SDEX/M, RSSM, MCX-286, VRTX, IRIX, Linux

2.4.1  SSA Tactical Software Off-Site Mirrored Storage System

· SSA Tactical Software Off-Site Mirrored Storage System.  This system provides compliance with the off-site storage requirement associated with the tactical software development process.  Two Redundant Array of Independent Disk (RAID) disc arrays are used in a mirrored configuration with exclusive fiber connections that run between Building 2036 and Building 3239.  Each storage array utilizes a stripped/mirrored configuration that is managed by a single Ultra Sparc 2 host.  This system also provides NIS services for all Unix machines in the SSA system.

· Hardware and Software Requirements.  The system utilizes an 800GB Boxhill Storage Device with single mode fiber optic channel.  The signals are considered in the "Long Wave" range and are capable of transmission rates of 1.0625 Gbps over 9/125mm fiber.  The interface standard is Fibre Channel Arbitrated Loop (FC-AL over SM Fiber).  The controller is managed by an Ultra Sparc 2 host running Solaris 2.6 using Veritas Volume Manager software.  Access to this machine and its data storage capability is available to the SSA users as a service residing inside the SSA's DNS Sub-Domain.  It also utilizes Samba 2.0.0 for shared NT and Win9x access to data storage.  The RAID system is used in conjunction with Tactical Software Development Branch's CMM-2 operations.
2.4.2  SSA NT Legacy Server and Domain Controller

· SSA NT Legacy Server and Domain Controller.  This system is a dual-purpose system.

· It provides the environment for tactical software development of NT-based applications, and serves as a java, coldfusion, and html development platform for creating and managing custom applications that are delivered to various sponsors both DOD and Commercial Agencies.

· It also provides SEI CMM Level II tracking capabilities, data management, and configuration management of on-going software projects.  It utilizes custom databases and controls for access to its resources via Netscape SuiteSpot Server software.  The operation of this NT domain is unrelated to any office automation processes managed at the NSWC domain level.  No domain trust is currently in effect, and NetBios packets, both 137, 138 and 139 (both UDP and TCP forms) are restricted at the SSA router.

· Client Access.  Client access is from within the SSA domain only, and multiple client operating system compatibility is required.  The clients for this host utilize a downloadable java interpreter for both Netscape and Internet Explorer.  This system is not accessible from outside SSA IP range.  The following software is managed and maintained by SSA for this host system.

· Netscape Enterprise Server 3.63

· ColdFusion Server 4.5, Java 2 SDK

· Netscape Navigator 4.7 with 128-bit encription

· Internet Explorer 5.01 with 128-bit encription
2.4.3  Direct Project Support by SSA

· The following are projects that SSA has provided support for in FY00:

Project
Operating Systems
Software Tools

CEC
Solaris
C++; Java; HTML

ADCP & MADCP
Solaris; Linux
McCabe; R. R.; C++; HTML; Java

WLR1-H
VMS
C++; Fortran

PIU
Proprietary Operating System
Java; HTML; Perl; C++; C

IPDS
DOS
C; 68000

CSA
Linux
C; Ada

SQQ-32
VRTX


2.4.4  System Impact Summary

The Tactical Software Branch's facility has an inherent network infrastructure requirement based on its unique methods of operation, and the internal building network's relationship to the CMM Level II certification rating.  With our need to maintain the established operating standards, combined with the need to obtain the scheduled CMM Level 3 objectives, it is essential that the internal networking related to the SSA system remain intact and under Code 6067 management.

Changes to the management and control of any of these three legacy systems is likely to affect compliance with the SEI CMM operational guidelines that were established to achieve the SEI Level II rating.

2.4.5  Recommendations

Code 6067 recommends having a central point of access using 164.227.42.1 as a gateway between the SSA system network and the NMCI network.  No system that requires authentication with NMCI shall be assigned within this SSA system IP space.  Any requirements for interaction between networks shall be negotiated with the NSWC agent for the contracting authority.  The hardware, software and services used for office automation within building 2036 should be assigned IP addresses that are other than the existing 164.227.4.x range, and be connected via independent NMCI networking hardware.

The following are required attributes that need to be maintained within Code 6067 in order to continue the current operational capabilities and to maintain compliance with the SEI-based operational standards that we have developed for our hosts and associated resources.

· Network hardware:  Hubs, Switches, Cabling and Processor-based equipment that is used in direct support of, and is directly connected to, the SSA system's networking infrastructure.
· Control and assignment of IP address range 164.227.42.2 to 164.227.42.254.

· Management and control of IP routing equipment connected at 164.227.42.1.
· Management and control of all Unix servers and workstations used exclusively within the SSA domain.

· Control and management of the SSA's DNS domain management services for the SSA assigned addresses.

· Continuance of the current dedicated fiber connections between Buildings 2036 and 3239 that support the SSA mirrored RAID array system described earlier in this document.  And, continued 6067 management and control of Unix hosts that are used to control data storage and access with the SSA system.
· Management and control of the SSA NT domain PDC and BDC hosts, and all applications used on two servers including Netscape Suitespot and ColdFusion access rights and applications.
Appendix AW - Code 607 (Acoustics Systems)

1.0 Function

· Provides engineering on acoustic systems and related electronic systems and/or components as designed by COMNAVSEASYSCOM Systems managers

· Provides management assistance on programs in the Life Cycle Support of acoustic systems, subsystems and equipments

· Provides overall test, logistics, repair, maintenance and fabrication functions for acoustic systems and components

· Provides technical support services for Sonar systems Programs as assigned by PMS411 (surface, submarine and littoral sonar systems and associated combat systems) and other activities

· Performs program management support, acquisition and production engineering, direct Fleet support, depot maintenance and equipment end of life disposition

· Provides engineering on acoustic systems and related electronic systems and/or components as designated by COMNAVSEASYSCOM Systems Managers

· Provides management assistance on programs in the Life Cycle Support of acoustic systems and subsystems and equipments

· Provides overall test, logistics, repair, maintenance and fabrication functions for acoustic systems and components

· Develops and applies integrated quality processes to products and services.

2.0 Requirements  POC:  Jeff Erdmann (854-4579)

· The Acoustic Engineering Tet LAN in Building 41NE is a secured stand-alone LAN that is not connected to the outside.

· The CSA Lab LAN in Building 2930 is certified to process confidential data when disconnected from the network through an A/B switch box.

· The Glendora Test LAN located at Glendora Lake, Dugger, IN, is a secured stand-alone LAN that is not connected to the outside.
· Code 607 does not have any FTP transfers.
2.1  Remote Site Transition

2.1.1  Glendora Lake

· See configuration diagram for Glendora Lake, Dugger, IN.
Appendix AX - Code 609 (Power Systems)

1.0  Function

· Provides a broad spectrum of support for electrochemical power systems (batteries, fuel cells and ancillary equipment)

· Supports applied research, requirements definition, design, development, prototyping and limited manufacturing, standardization, test and evaluation, safety certification, technology evaluation and insertion, production engineering, in-service engineering, depot maintenance, and system retirement

· Supports the product elements of shipboard and underwater systems, tactical and strategic missiles, special warfare systems, life support and survival systems, communication systems, navigational systems, smart munitions, mines and torpedoes, aircraft and avionics systems, satellites and space based systems, surveillance and intelligence systems, ground support equipment and power generation systems

· Facility supports wide variety of batteries incorporated within systems and platforms of the Department of the Navy (NAVSEA, NAVAIR, NSWC, NAWC, NUWC, SSPO, SPECWAR, ONR AND NAVICP), U. S. Marine Corps, Department of the Army, Department of the Air Force, the National Aeronautics and Space Administration, Department of Energy, Special Operations Command, Advanced Research Projects Agency, Defense Supply Center, Federal Aviation Administration, U. S. Coast Guard, Foreign Military Sales and private industry

2.0  Requirements  POC:  Robin Swartz (854-3872)

· Currently, Code 609 resides in four separate buildings (34, 38/2949, 3235 and 3287) joined by the Crane backbone.  All devices (file servers, Automated Test Equipment (ATE) systems, printers, PCs, etc.) in any building can communicate with a device in that building or one of the other buildings.  This must continue for our operations to continue.

· Remote monitoring is accomplished in Code 609 by using NetOp (a DanWare product).  This program was chosen because of the security features it has.  We need to be able to continue remote communications with the security features we are currently using.  If we can not use NetOp, the program we are allowed to use must provide equivalent security.

· We currently have a virtual private network (VPN) set up through the firewall to allow secure communications between Ballard (the manufacturer of the fuel cell) and the fuel cell we have on site.  Ballard is concerned about the security of their data.

· All data needs to be backed up on a regular basis and readily available for restoration, if necessary.

· Building systems (heating, air conditioning, etc.) are computer controlled from Public Works Department via the network.  This needs to continue to function.

· Some Code 609 personnel perform tasking for the Strategic Systems Program (SSP) and require access to the Strategic Weapons systems Network (SWSNet).
Appendix AY - Code 801 (Administrative and Planning)

1.0 Function

· Develops, implements and manages the management information system for all Directorate resources
· Provides financial management services; develops the Directorate budget; plans for and coordinates the facility, equipment and screening requirements for the Directorate
· Performs personnel and management services in support of the Directorate's mission
· Performs internal control functions and audits; and, provides management of Directorate Safety and Security functions
2.0  Requirements
Appendix AZ - Code 802 (Airborne Electronic Warfare Systems)

1.0  Function

· Provides Fleet support in the form of engineering, logistics and maintenance for Electronic Warfare Systems and Ground Support Equipment

· Provides project management for the AN/ALQ-99 and ASPJ Electronic Warfare Systems and associated Ground Support Equipment

2.0  Requirements
Appendix BA - Code 805 (Night Vision and Chem/Bio Sensors)

1.0  Function

· Functions as the Navy's ISEA, AEA and SIA for night vision/electro-optics devices, and for chemical/biological warfare detection equipment

· Performs TDA and/or TSA functions for selected equipment

· Provides life cycle support, engineering agent functions, maintenance and repair, and/or procurement support for chemical/biological warfare detection equipment, multi-sensors systems, image intensifiers, aviation helmet and goggle assemblies and sighting devices, laser devices, individual night vision devices and supporting equipment and components

· Provides operational training assistance and field services to ships, forces and other Navy activities

· Provides constant analysis of the Department's workload, technical capabilities and current customer base.

2.0  Requirements  POC:  Richard Ashcraft (854-1828)
Appendix BB - Code 807 (Surface Electronic Warfare Systems)

1.0  Function

· Provides In-Service Engineering Agent (ISEA), Acquisition Engineering Agent (AEA), Systems Integration Agent (SIA), Software Support Agent (SSA), Principle Development Activity (PDA), Technical Manual Management Activity (TMMA), Training Support Agent (TSA), Technical Direction Agent (TDA), and Designated Overhaul Point (DOP), support for Program Executive Office, Theater Air Defense (PEO(TSC)), Space and Warfare (SPAWAR), NAVSEA, SURFLANT, SURFPAC, NAVICP, and various FMS countries for Surface EW Systems, subsystems and Ship Replaceable Unit (SRU)/Ship Replaceable Assembly (SRAs)

· Performs management, acquisition, engineering, technical prototype fabrication, production,  AN/WLR-1H, AN/SSQ-82, Decoys (Expendable Cartridges, NULKA, and AN-SSQ-95 Active Electronic Buoy), and AN-ULQ-13 Signal Simulator Van

· Provides Mission Avionics Life Cycle Support including acquisition, repair, asset management and delivery execution for NAVICP and NAVAIR (PMS 290 and PMA 290)

2.0  Requirements  POC:  Elden Turner (854-4607)
Appendix BC - Code 808 (Fleet Engineering Support)

1.0  Function

· Supports sustainment of the Fleet and other organizations through engineering, acquisition, maintenance, maintenance logistics, information technology and manufacturing technology

· Supports Designated Overhaul Point (DOP) assignments, fault isolation, repair, testing, fabrication, ISEA support, AEA functions, and maintenance engineering functions on various electronic/electromechanical modules, subassemblies and cabinet assemblies

2.0  Requirements
Appendix BD - Code 809 (Microwave Technologies)

1.0  Function

· Provides engineering and logistics support, maintenance, overhaul and repair of radar detection systems and related subsystems and components

· Provides overall program support including budget planning and execution for the NAVSEA Radar Detection Systems Restoration Program management

· Performs as Deputy Program Manager for life cycle support of assigned radar systems

· Provides microwave component acquisition and in-service engineering support

· Functions as the Level IV (Components) ISEA, AEA, Interim Inventory Control Point for the MK-7 AEGIS Weapon System (AWS) microwave tubes

· Functions as the Navy's microwave tube designated overhaul point

· Provides engineering and management support for the design/development, transition to production, and production of the AWS

2.0  Requirements

· Code 809 has several off-station users that fall into four primary categories:

· Crane employees who utilize Crane computer resources and applications.  These employees have Crane email accounts and RAS connections.

· Crane employees who utilize the sponsor location resources and applications.  These employees do not have email accounts at Crane

· Off-site users/contractors that FTP files using the Crane web site. Some do and some do not have email accounts.

· Former Crane employees that are detailed at a remote site and may return to Crane at a later date.  Some do and some do not have email accounts.

· Code 809 has an entire classified laboratory network in Building 3168 that is NOT connected to the corporate backbone.

· Code 809 has another stand alone laboratory network in Building 41N.  This network is NOT classified, however, it is also NOT connected to the corporate backbone.

· Code 809 provides computers for Contractor support within Building 3168 and Building 41N.  These computers have been identified in the user building profile.

· Code 809 has some individuals that are currently involved in a major solicitation effort.  During the solicitation process, these employees may require special classified access.

· Code 809 has an employee that frequently travels overseas.  Because of terrorist possibilities, he requests that his laptop NOT contain reference to Government resources.  This person also checks email while overseas.
TENANTS

Appendix BE - Crane Army Ammunition Activity (CAAA)

1.0  Background

As a result of the DOD initiative to combine all conventional ammunition acquisition under the responsibility of a single service, the ammunition production and storage function at Crane was passed to the Army.  The Crane Army Ammunition Activity (CAAA) was established as a Crane tenant to accomplish this task for Navy ammunition in 1977. 

1.1  Network Evolution

In March 1995, a team of Crane Navy and Army representatives conceded that the data networking in its current state could no longer sustain growing demands of the workforce and emerging technologies in meeting customers' requirements.  Furthermore, because the network could not be upgraded to overcome these deficiencies, the team concluded that a new network was needed.  In response to this need, a Crane Navy/Army partnership was formed.  An analysis was conducted to determine the requirements of the new network and design goals were identified.  Goals included high capacity, reliability, scalability, and aggressive use of new technologies.

By September 1995, a preliminary design had been completed.  Asynchronous Transfer Mode (ATM) was selected as the primary technology for Crane's new network due to ATM's inherent abilities to switch information at very high rates, carry multiple types of information (data, video and voice) and support a redundant architecture.  A request for information (RFI) process was initiated to validate the design and to determine the "best fit" for Crane in terms of vendor and hardware configuration.  It was not until the conclusion of this process that implementation costs were known.  Capital Purchase Program (CPP) projects were then submitted to seek funding for the Navy portion of the new network.  Due to the lead-time for submitting these projects, funds were not available before FY98.

In February 1996, CAAA funded NSWC Crane Division to construct the initial portion of the ATM network and to extend it to 59 Army-occupied buildings.  At that point, the project moved out of the planning phase and into implementation.  By the end of CY96, over $1.7M of hardware and fiber optic cable had been procured and installed.  CAAA is currently depreciating network infrastructure investments on a 15-year schedule.

With the receipt of FY98 CPP funding, the Navy connected approximately 100 of 212 Navy- occupied buildings to the network.  To accommodate the added bandwidth requirements of the remaining 112 Navy buildings, the core of the ATM network was upgraded with more powerful ATM switches/fiber optic links.  New ATM edge devices were also required to establish more connection points.

1.2  ATM Campus Network

Although the ATM Campus Network is one physical entity, it is configured to appear as two logical entities in order to meet the requirements of both Navy and Army.  The logical network for Army is configured as a "bridged" network with approximately 60 CAAA buildings sharing a single broadcast domain.  The Army has its own Class-B IP address and provides their own management for that address space.  CAAA has Wide Area Network (WAN) connections separate from Navy.  The logical network for the Navy is configured as a "routed" network.  This network has its own Class-B address and is sub-netted to provide a minimum of 255 IP addresses for each of the approximately 140 Navy buildings.  Any communications between Navy and Army flows through their respective Data Processing Centers (Buildings 3173 and 13) and through the firewalls that each activity maintains.

1.3  Telephone Support

Telephone support is provided to CAAA by NSWC Crane Division, for which compensation is received through the Inter-service Support Agreement (ISSA).  Services are broken down into four basic categories:  Telephone Services, Toll Calls, Message Service and Commercial Message.  Telephone services consist of providing cable facilities, switchboard facilities, computer lines and instrumentation as required and requested.  FY00 cost for this service is estimated to be $34K.  Toll Calls include providing instrumentation, furnishing the required class of services for placing commercial long distance toll calls and FTS calls.  FY00 cost for this service is estimated to be $13K.  Message Services requires providing transmission and receipt of administrative and digital messages via AUTODIN.  Commercial Messages also requires transmission and receipt.  FY00 cost for both message services are estimated to be $49K.

1.4  Inter-Service Support Agreement (ISSA)

As host, NSWC Crane Division provides IT services to CAAA and receives compensation for support through the ISSA.  These services are broken down into three major categories:  General IT Support; Systems Analysis and Programming; and, Asynchronous Transfer Mode (ATM).

In FY00, CAAA is budgeted to pay NSWC Crane $38.6K for General IT Support.  Support includes IT equipment and maintenance support; depreciation of workstations, personal computers, printers and other associated equipment; reporting, user access and Sun run time for Integrated Logistics Support Management Information System (ILSMIS), Corporate Travel System (CTS) and other business applications.  In FY00, CAAA is budgeted to pay NSWC Crane $25K for Systems Analysis and Programming in support of CTS and other business applications.  

In FY00, CAAA is budgeted to pay NSWC Crane $89K for network administration, Help Desk assistance, monitoring and problem resolution in support of the ATM switches, power hubs, media converters and uninterruptible power systems.  Due to expiration of warranties on ATM hardware, CAAA's share of maintenance contracts is somewhat higher in FY00.

2.0  Requirements

· Backbone Credit.  What type of compensation (if any) will CAAA realize for their investment in the initial segment of the ATM network?

· Continued Connectivity.  What will be the cost for continued connectivity for all buildings and users?

· FTP Links.  CAAA has FTP links between Navy and other Army data/systems that need to be maintained.

· Business System Access.  CAAA needs continued access to the Navy business systems that they use.

· ISSA.  The Navy should continue to buy services under the CAAA ISSA.

· Telephone Support.  The Navy should continue to provide phone support to CAAA.

· DMS.  CAAA must continue to receive message traffic from DMS at Building 300.

· CFM.  CAAA must continue to have access to the Consolidated Freight Management (CFM) system run by Code 11.

· Truck Scales.  Although part of freight system, CAAA must maintain access and benefit from the truck scales.

Appendix BF - Defense Commissary Agency Detachment (DECA)

Appendix BG - SOUTHNAVFACENGEOM (Officer in Charge of Construction)

Appendix BH - Explosive Ordnance Disposal (EOD)

Appendix BI - U. S. Coast Guard (USCG)

Appendix BJ - Defense Automated Printing Service (DAPS)

Appendix BK - Great Lakes Industrial Hygiene (NH-06412)

Appendix BL - Navy Resale Activity Detachment (NX)

Appendix BM - Defense Reutilization and Marketing Office (DRMO)

Appendix BN - NAVICP (Navy Inventory Control Point)

Appendix BO - NAVORDCENT DET SMCA

Appendix BP - Personnel Support Detachment (PSD)

· Great Lakes POC:  

· Dennis Snyder

· DSN:  792-3359, Ext. 239

· Commercial:  847-688-3359, Ext. 239

Per telephone conversation on 29 September 2000 with Jan Strawn, NMCI services will not be procured by Great Lakes for the two PSD employees at NSWC Crane, Building 2700.

Appendix BQ - U. S. Post Office

Appendix BR - Naval Reserve Units

Appendix BS - Cafeteria/Club Lakeview

Appendix BT - Military Residential

AGGREGATED REQUIREMENTS

Appendix BU - Crane Division Aggregated Requirements

CONTRACTORS

Appendix BV - Clodfelter Communications

Appendix BW - CACI, Federal

Appendix BX - Centennial
Appendix BY - CPI (Communications Products, Inc.)

Appendix BZ - DYNTEL

Appendix CA - EG&G

Appendix CB - IMC (Information Management Consultants)

Appendix CC - SAIC (Science Application International Corp.)

Appendix CD - SATO (Scheduled Airline Traffic Office)

Appendix CE - TRISTAR

Appendix CF - TOLTEST, Inc.

Appendix CG - TSC (Technology Service Corporation)

Appendix CH - M&B Services (Janitorial Service)

Appendix CI - Summers & Associates (Mail Service)

Appendix CJ - Wang

Appendix CK - RAYDAR

Appendix CL - Dimension International, Inc.

Appendix CM - PatokaScape

Appendix CN - Raytheon

Appendix CO - J. A. Jones

Appendix CP - Krempp 

Appendix CQ - Korte
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