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Enclosure 1 - SYSTEM SECURITY AUTHORIZATION AGREEMENT (SSAA) Development Guide

This SSAA Development Guide provides detailed direction for developing an SSAA for a DoN classified or unclassified Program of Record (POR).  It is intended for use with the DoD 8510.1-M, DITSCAP Application Manual, of July 2000 - the basic reference for SSAA content.  The Guide contains the interpretations, details, and specific direction needed to produce a SSAA meeting the needs of DoN DAAs and certification authorities.  The organization of the Guide corresponds to the SSAA outline delineated in the DITSCAP Application Manual, Appendix 1.  

Each section identifies its purpose, the content, and additional guidance from other written sources and/or based on best practices.  In addition, the sections provide advice regarding the expected length, diagrams required, if any, and recommended source documents.  
The resulting SSAA:

· Consolidates security-related information and documentation into one document

· Establishes a binding agreement on the level of security required for accreditation before the system development begins or changes to a system are made

· Is a living document, flexible enough to permit adjustment throughout the system lifecycle

· Can be tailored to incorporate other documents as rationale for tailoring of SSAA.

The intent of the SSAA is to guide the implementation of the information assurance requirements and the resulting C&A actions.  In other words, it provides a plan for achieving system type accreditation.  The SSAA evolves over the first three DITSCAP phases.  As depicted in Figure E1-1, the six base sections and Appendices A – F are drafted during Phase 1, Definition, with placeholders for all the appendices in the SSAA.  The base section information is updated and the additional appendices are added during the Verification and Validation Phases as suggested in this guide.  The DITSCAP states one of its purposes is to reduce the paperwork.  As a guide, Sections 1– 6 of the SSAA should be optimized to present enough information in a minimal amount of space.  However, this may vary in length due to circumstances such as system complexity, MLS issues, etc.  After Section 1, limit the content to security-relevant information.  All SSAA content should increase the knowledge of the CA and the DAA.  Accordingly, the SSAA should contain nothing cut-and-pasted from either the DITSCAP or the DITSCAP Application Manual.

Sections with subsections should be written after the subsections are written, with a top-level paragraph providing an overview of the section.  

Figure E1-1.  SSAA content by DITSCAP Phase



Section 1.0 Mission Description and System Identification

Purpose

This paragraph provides an overview of the system’s mission in relationship to the organization’s mission, summarizing the contents of the subsections.  The mission description is a concise, high-level system specification and needs statement.  

Contents

Introduce the following:

· The name of the organization developing the system

· The system’s mission

· The system's mission relative to the organization's mission

· Why the system is being developed

· The information categories processed to support the mission.

Guidance
This top-level paragraph is the only area in this section that contains the phrase “Mission Description” in the header.  Consequently, the mission should be described clearly and concisely in this section.  Ensure the description of the system explains how the system contributes to the mission of the organization.  Where appropriate, subsections in this section should relate to the mission. 

For developmental systems, state the developing organization (e.g. SPAWARSYSCOM) and the intended user(s).  Include a note to sites to replace with site information.

Diagrams/Charts/Tables


None

References/Attachments

Mission Need Statement, Mission Impact Statement, Operational Requirements Document, and/or the purpose statement of the using organization may be attached as enclosures to Section 1.

1.1 System Name and Identification

Purpose 

This paragraph provides the official identification and/or nomenclature of the system being developed or modified.  

Contents

Provide:

· The full name and nomenclature, if applicable, of the system being accredited

· The identification of the organization seeking the accreditation.

Guidance
This subsection should also contain a statement as to whether the system is being evaluated for fielding at multiple sites or as a specific deployed system in a limited number of common environments.

Diagrams/Charts/Tables
None

References/Attachments

None
1.2 System Description

Purpose

This paragraph provides a high-level description of the system architecture in order to provide a context for the system information provided in Sections 1 and 2 as a whole.

Contents

Provide: 

· A statement of purpose of the system and its desired capabilities

· A complete high-level description of the system architecture, emphasizing its features relevant to information security

· Descriptions of the principal components.

Guidance
Describe the system in terms of its physical components and in the context of the mission.  The description should be high level.  Do not go into detail.  Answer the “what and why” questions: 

· What does it look like?

· What does it do?

· What does it interface with?

· Why are we developing it?   

Avoid functional descriptions that answer “how” questions, such as “How does it work?” and “How does the data flow?”  Specific details of hardware and software components should be reserved for Section 3 of the SSAA.  All security-relevant hardware components (e.g., firewalls, guards, encryption devices, etc.) will be identified in this description.

Diagrams/Charts/Tables
None

References/Attachments

None

1.3 Functional Description

Purpose

This section and its subsections provide a functional description of the system. 

Contents

Provide:

· The functional description of the system, including high-level functional diagrams

· The functions performed jointly with other systems.  Identify the other systems and functions that work with this system

· The intended flows of data into the system.

Guidance
Describe the system in terms of its high-level functional areas, including security-related components.  Answer the question “How does it work?”  Often several physical components will form a functional unit or several functional components will reside within a single system.  Do not describe in detail information that will be described in the subsections 1.3.1-1.3.5.

Diagrams/Charts/Tables
Diagrams for this subsection should be high-level and conceptual in nature, illustrating system functions in the context of the deployed environment, user organizations, and interfacing systems and networks.  And evaluator reviewing the diagrams should be able to see and understand quickly how the system and its functions fit into the organization’s operational setting and overall mission.  

References/Attachments

None

1.3.1 System Capabilities

Purpose

This paragraph provides a description of the system’s capabilities in terms of its mission and functional requirements.  

Contents

Provide:

· Descriptions of the capabilities planned in the fully accredited system

· Intended flows of data into the system, data processing and output, e.g. reports, stored data, etc. 

Guidance
Address specific system capabilities that can be tested and validated.  Link capabilities to the mission.  Include all security-related components.  State how communications are accomplished and controlled.  State how receipt of communications is verified.  Address the use of non-developmental item (NDI) software, specifically, commercial-off-the-shelf and government-off-the-shelf  (COTS/GOTS).  Address security controls present in the software (e.g., user identification, passwords, file permissions, etc.)  Explain which capabilities are new additions if the system is being modified.

Diagrams/Charts/Tables
Tables may be used to list capabilities.  Diagrams may be used to illustrate the relationships among system capabilities and external interfaces and data flows.

References/Attachments

Source documents such as the Mission Need Statement, System Concept of Operations (CONOPS), or Required Operational Capabilities (ROC) should be referenced if used.

1.3.2 System Criticality  

Purpose

This paragraph defines the criticality of the system in supporting mission objectives and the level of risk for the system in terms of mission assurance.

Contents

Identify:

· The mission assurance category that applies to the system  (See Guidance below for the definitions of the categories.)

· Justify the selection of the category  

· The level of acceptable risk is determined by the DAA.

Guidance

MISSION ASSURANCE CATEGORY

Use the following definitions of the mission assurance categories taken from DoDD 8500.2.  

Mission Assurance Category
Applicable to DoD information systems, the mission assurance category reflects the importance of information relative to the achievement of DoD goals and objectives, particularly the warfighters' combat mission.  Mission assurance categories are primarily used to determine the requirements for availability and integrity. The Department of Defense has three defined mission assurance categories:
Mission Assurance Category I (MAC I)
Systems handling information that is determined to be vital to the operational readiness or mission effectiveness of deployed and contingency forces in terms of both content and timeliness. The consequences of loss of integrity or availability of a MAC I system are unacceptable and could include the immediate and sustained loss of mission effectiveness. Mission Assurance Category I systems require the most stringent protection measures.
Mission Assurance Category II (MAC II)
Systems handling information that is important to the support of deployed and contingency forces. The consequences of loss of integrity are unacceptable. Loss of availability is difficult to deal with and can only be tolerated for a short time. The consequences could include delay or degradation in providing important support services or commodities that may seriously impact mission effectiveness or operational readiness. Mission Assurance Category II systems require additional safeguards beyond best practices to ensure assurance.

Mission Assurance Category III (MAC III)

Systems handling information that is necessary for the conduct of day-to-day business, but does not materially affect support to deployed or contingency forces in the short-term. The consequences of loss of integrity or availability can be tolerated or overcome without significant impacts on mission effectiveness or operational readiness. The consequences could include the delay or degradation of services or commodities enabling routine activities. Mission Assurance Category III systems require protective measures, techniques, or procedures generally commensurate with commercial best practices (reference (a)).

Explain consequences of system failure or unavailability in terms of loss of life, injury, resources, reputation, national security, and the effect on the organizational mission.  Reference or summarize alternate or backup systems and existing contingency plans. 

ACCEPTABLE LEVEL OF RISK

System criticality will affect the level of risk that is acceptable.  Critical mission need may outweigh a high security risk that, otherwise, would preclude fielding or delay fielding the system to allow implementation of further security measures.  State the general conditions under which a risk may be considered acceptable taking into account mission criticality, cost to repair, and impact on other systems.  Risk acceptability can be tied to a qualitative risk assessment rating scale (e.g. high, moderate, low,) when the potential impact of an attack defined for each level includes the above factors.  The security sensitivity of system data with respect to confidentiality, integrity, and availability should be factored into the acceptable risk level specification.

The DAA is responsible for reviewing and defining the acceptable level of risk.

Diagrams/Charts/Tables
None

References/Attachments

DODD 8500.1, DODI 8500.2 

1.3.3 Classification and Sensitivity of Data Processed

Purpose

The paragraph identifies the type and security sensitivity of the data being processed, stored, or transmitted by the system.  This information directly impacts the system security requirements, certification level of effort, and level of acceptable risk.

Contents

Provide:

· The general security classification of the information (Confidential, Secret, Top Secret) along with any special compartment or sub-compartments

· The type of information processed (unclassified, Privacy Act, For Official Use Only, financial, critical operational, proprietary, or administrative). 

Guidance

Consult the data and/or information owners if additional information is required or if classification level is in question.

Diagrams/Charts/Tables
The use of tables recommended if system processes multiple types and levels of data.

References/Attachments

Mission Needs Statement

System Classification Guide

1.3.4 System User Description and Clearance Levels

Purpose

This paragraph identifies the system users, their clearance levels, and the nature of the data to which each type of user has access authorization.  This information has a significant impact on the security requirements, security architecture, and the certification level of effort. 

Contents
Provide:

· A description of each category of system user

· The security clearances of the users

· Maximum user clearance level

· Minimum user clearance level


· The users' access rights to the specific categories of information processed

· Need to know (Data or Information needed to perform duties)

· Access Approval  (Authorization to access Data Categories).

Guidance

Indicate:

· Whether users are government employees, contractors, foreign nationals, or other non-government employees

· Whether users have functional and security awareness training for all components on the system

· Whether users have a need-to-know for all information processed, stored, or transmitted by the system.

Diagrams/Charts/Tables
The use of tables is recommended for complex systems that have many different types of users.

References/Attachments

None

1.3.5 Life Cycle of the System

Purpose

This paragraph describes the system acquisition (or milestone decision) life cycle, and the status (or location) of the system in terms of C&A phases and activities.  This has a significant impact on the DITSCAP plan, especially in terms of schedule and resource allocation on the part of the CA and DAA.

Contents

Provide:

· Evidence of, or reference to, the existence of system life-cycle plans

· A description of the system's life cycle 

· Describe the system's relationship to its life cycle (i.e., development, fielding, etc.)

· Describe the mission urgency for the system development or upgrade.

· The expected life of the system

· Major modifications projected for this system

Guidance

The expected system life cycle information may not be known.  However, there are usually significant indicators as to which life cycle program is necessary to satisfy the requirement in a timely manner.  If applicable, identify the relationship of the current system to previous versions (i.e., in the case of a major upgrade or system extension) and the accreditation status of the previous system.

Diagrams/Charts/Tables
A diagram may be included to present the timeline of the system life cycle.

References/Attachments

Possible life-cycle management documentation to be referenced includes the Computer Resource Management Plan (CRMP), Computer Resources Life-Cycle Management Plan (CRLCMP), or Integrated Logistics Support Plan (ILSP).  It is not necessary to attach these documents to the SSAA.

1.4 System Concept of Operations Summary

Purpose

This paragraph summarizes the system CONOPS to supplement the information provided in the preceding System Description and System Capabilities subsections.

Contents

Provide:

· A high-level description of the concept for the system to support the organization’s mission

· A description of functions that are jointly performed with other systems

· The connections and interfaces intended for the system

· A statement of whether the connections and interfaces were present in the initial concept or added after the system’s initial fielding or modification. 

Guidance

Summarize the system CONOPS.  The general nature of the system, users and constraints should be included.  Constraints should include restrictions on hours used, personnel to operate the system, hardware limitations, or facility requirements.

If a CONOPS is not available, denote so in this section.  A graphical overview is useful to understanding the system.  If applicable, identify the relationship of the current system to previous versions (i.e., in the case of a major upgrade or system extension) and the accreditation status of the previous system.
Diagrams/Charts/Tables
Diagrams may be used to depict user-based scenarios.  A context diagram, top-level object diagram, or other format to depict the system and its environment is helpful.

References/Attachments

System CONOPS document

Environment Description
Purpose

This paragraph provides an overview of the environments in which the system will operate.

Contents

Provide an introduction of:

· The intended operating environment

· The software development and maintenance environments

· A description of known threats.

Guidance

None
Diagrams/Charts/Tables
None

References/Attachments

None

2.1 Operating Environment

Purpose

This paragraph details the physical environment in which the system will operate, including the description of the facilities, physical security, administrative issues and personnel security.

Contents

Provide a generic description of the requirements for the physical environment in which the system will operate, including:

· The facility

· Physical and administrative security features

· Maintenance procedures

· Training procedures

· Personnel support

· COMSEC equipment and management procedures

· TEMPEST protection.

Guidance

Focus on the environmental features affecting the security of the system.  For each item, outline the minimum requirements of the operational environment.
Diagrams/Charts/Tables
None

References/Attachments

None

1.4.1 Facility Description

Purpose

This paragraph describes the facility or facilities in which the system will operate.

Contents

Provide a description of the security features that the PM expects the site to provide as part of the physical environment, including:

· Access security

· Perimeter security.

Guidance

Outline the suggested minimum acceptable standards or requirements in each subject area if not a standard operating site.  This section should include a description of the physical protections required for the facility housing the system (i.e., restricted or controlled access, exclusion area, open storage, vault).  If applicable, include a diagram depicting the facility controls and their interrelationships. They may be shown in representation only, avoiding specific locations and numbers of sensors for example, to avoid having to classify the diagrams.  
Diagrams/Charts/Tables
Include a sample diagram of a system facility.

References/Attachments

None

1.4.2 Physical Security

Purpose

This paragraph describes the physical security features of the operating environment.

Contents

Provide a high-level description of the physical security features the PM expects the site to have, designed to:

· Prevent unauthorized personnel from gaining physical access to equipment, facilities, material, and documents

· Safeguard the assets against espionage, sabotage, damage, fire, and theft.

· Ensure the safety of personnel operating the equipment

· Mitigate the implementation of specific security requirements in the environment rather than in the system architecture and design

· Support existing security features mandated by the operational situation.

Guidance

Identify and describe each security feature on which the system must rely for physical protection.  Discuss the capability of each physical security feature in terms of minimum standards.  

Diagrams/Charts/Tables
Employ data flow and accreditation boundary charts indicating security features protecting the system components and resources.  Label all features.

References/Attachments

None

1.4.3 Administrative Issues

Purpose

This paragraph describes the administrative procedural security features supporting the operating environment.  

Contents

Provide a high level description of the administrative procedures the PM expects the site to implement essential for managing the system’s security baseline.

Guidance

This may include audit log review requirements, response to security incidents, etc.  See Appendix J System Rules of Behavior.

Diagrams/Charts/Tables
None

References/Attachments

The system’s Security Concept of Operations (SECONOPS)

Personnel

Purpose

This paragraph describes the categories of personnel that the PM expects will have access to the operating environment and the procedures the site must implement to ensure that they are properly cleared to perform their work assignments.  

Contents

Provide:

· A description of the types of personnel maintaining the system

· The recommended procedures for screening personnel to perform assigned system duties.

Guidance

Identify all categories of personnel expected to encounter the system, including users, maintenance and others who might be in the environment.  Describe any personnel security requirements in addition to security clearance levels necessary for secure system operations, such as the “two-man” rule, use of foreign personnel, etc.  See Appendix M.

Diagrams/Charts/Tables
The use of a table relating maintenance personnel to qualifications is recommended for complex systems that have many different maintenance personnel.

References/Attachments

None

1.4.4 COMSEC

Purpose

This paragraph describes the system’s communications security (COMSEC) requirements in the operational environment.  COMSEC includes crypto security, transmission security, and physical security of COMSEC material.

Contents

If National Security Agency (NSA) approved COMSEC and COMSEC key management procedures are required, describe:

· COMSEC and COMSEC key requirements.  COMSEC includes crypto security, transmission security, emission security, and physical security of COMSEC material

· The integration of COMSEC requirements into the system architecture

· The site procedures for COMSEC management.

Guidance

Define the COMSEC issues and minimum requirements.  Indicate which COMSEC requirements are satisfied with existing equipment and procedures.  Define the type of COMSEC equipment employed to protect system data.  

Diagrams/Charts/Tables
None

References/Attachments

None

1.4.5 TEMPEST

Purpose

This paragraph describes the system’s TEMPEST requirements for the operational environment, as required.

Contents

Define the system’s TEMPEST requirements to control compromising emanations.

Guidance

Define TEMPEST requirements that will be required and how the requirements will be met, if applicable.  File TEMPEST statements provided by the organization’s COMSEC custodian for operational systems, in Appendix M, Personnel Controls and Technical Security Controls, including TEMPEST Requirements Questionnaire (TRQ) and Certified TEMPEST Technical Authority’s (CTTA) response.  Reference statements authorizing the use of TEMPEST equipment or authorizing a waiver of the use of TEMPEST equipment, as applicable.  Reference Protected Distribution System (PDS), TEMPEST Requirements Questionnaire, and Red/Black Installation Requirements.

Diagrams/Charts/Tables
None

References/Attachments

COMSEC custodian TEMPEST statements

1.4.6 Maintenance Procedures

Purpose

This paragraph describes routine preventive maintenance and security procedures required to maintain the system. 

Contents

Define the security requirements associated with:

· Routine preventive maintenance procedures

· The number of people required to maintain the system, both hardware and software.  The number of maintenance personnel may be determined later during Phases 2 or 3

· Mandated maintenance procedures to ensure physical security protection of certain categories of information or system resources.

Guidance

Define the issues and minimum requirements the sites will be expected to employ.  Certain categories of information mandate special maintenance procedures to ensure physical security protection against unauthorized access to the information or system resources.  This section should cover procedures such as escort requirements, technical qualifications of the escorts, inspection of new/replacement parts and disposal of old/broken/replaced parts from the system and facility.  
Diagrams/Charts/Tables
None

References/Attachments

DoDI 8500.2

1.4.7 Training Plans

Purpose

This paragraph identifies the operational and security training the PM expects the site to provide to its users and administrators.

Contents

Provide:

· The training provided to users, administrators, and security personnel relative to their level and area of responsibility that is associated with:

· The system's operation

· Security services governing the information processed

· System threats and the appropriate countermeasures

· The frequency of, type of, and level of training.

Guidance

Provide any specific guidance to be included in the security training and awareness plans.  See Appendix O.

Diagrams/Charts/Tables
None

References/Attachments

DoDI 8500.2

2.2 Software Development and Maintenance Environment

Purpose

This paragraph describes the IT development strategy and the security environment in which the system will be developed.  

Contents

Provide:

· The IT security strategy during system development (i.e., “Open” or “Closed” security environment)

· Security clearance and information access levels required for software developers and system integrators

· System configuration control procedures.

Guidance

Define the security environment or controls that are, or were, employed in the development of the system software.  For example, indicate if software development is conducted in an "Open" or "Closed" security environment.  Refer to CSC-STD-003-85, Section 2, for information on software development environments.  Mention, but do not discuss, software configuration management procedures that enable maintenance and control of a specific software version.  Configuration management procedures will be detailed in Section 4.6.    

Diagrams/Charts/Tables
Use a table or chart if the information is complex.

References/Attachments

None

2.3 Threat Description

Purpose

This paragraph describes known threats that can affect the integrity, confidentiality, and availability of the system.  The threat and subsequent vulnerability assessments shall be used in establishing and selecting the IA policy objective that will counter the threat.

Contents

Provide a description of threats posed by the following sources:

· Human insider

· Human outsider

· Natural events.

Guidance

A threat is defined as any circumstance or event with the potential to adversely impact system integrity, confidentiality, authentication, non-repudiation, and availability.  Threats exist because the system exists, and are categorized as insider, outsider, or natural events.  An insider has authorized access to some portion of the system, and is trusted not to use that access to attack the system.  An outsider is not authorized any access to the system.  Natural events include fires, flooding, mudslide, wind, earthquake, etc.  Events that may be attributed to either an insider or outsider include operator error, improper use of password, unauthorized access, power outage, data theft, telecommunications failure, hardware or software malfunction, emanations, vandalism, data alteration, resource misuse, and heating/ventilation/AC failure, viruses, worms, Trojan horses, etc.  

Group threats by their effect on the system.  For example, fire and flooding may have the same effect on the system and its ability to carry out the mission.  Define threats to the system in generic terms.  The threat information should be generic in nature where possible to avoid using classified information.  If classified information is required, present it in a classified enclosure to the unclassified SSAA and reference it here.  Identify any single points of failure within the system architecture, especially in relationship to availability of the system. If there are none, then state so in this section.

Diagrams/Charts/Tables
Tables may be used to structure and present the threat descriptions.

References/Attachments

DOD 8500.2

System Architectural Description

Purpose

This paragraph provides an overview of the system’s information architecture and includes a physical description of the hardware, software, firmware, and interfaces.  The system architecture must show how it implements the security policy and requirements.

Contents

Introduce the subsections, describing:

· The framework for the information system architecture

· A physical description of the security-relevant hardware, software, firmware, and interfaces

· Existing or planned system features that facilitate expansion or external connection

· Security components

· The accreditation boundary.

Guidance

Summarize the subsections.  System Architecture, System Interfaces and External Connections, Data Flow, and the Accreditation Boundary require diagrams.  Insert all the diagrams referenced in the subsections of Section 3.0 in the introduction section.  Use a single diagram, if possible, and insert pointers in the subsections.  If this is not practical, separate diagrams are acceptable.  When possible, they should be duplicates of the same basic figure with the specific information (data flows, accreditation boundary, etc.) added. Identify and briefly describe the diagram content.  

Diagrams/Charts/Tables
Charts showing:

· System network topology 

· External interfaces and connections

· Internal and external system data flows

· Accreditation Boundary

This information can be depicted in separate or combined charts.

References/Attachments

NSTISSP 11 (National Information Assurance Acquisition Policy) Jan 2000 for IA product evaluation https://infosec.navy.mil/TEXT/PRODUCTS/index.html (Navy INFOSEC Products)

1.5 System Architecture Description

Purpose

This paragraph provides a conceptual description of the system’s functional and security hardware, software, and firmware.  Analysis must show that the integration of hardware, software and firmware complies with the system security architecture and maintain the integrity of each product.

Contents

Identify and describe:

· The security–relevant hardware, software and firmware used and whether each is a standard commercial product, unique, or on the Evaluated Products List

· The specific components being changed, if the effort involves an existing hardware, software, or firmware change

· Security features of packages used on the information system

· Software that is stored permanently in a hardware device (ROM).

Guidance

Descriptions should identify the principle components with specific attention to information assurance (IA) components and list their names and model/version IDs. Serial numbers are not required.  The descriptions of security-relevant hardware, software, and firmware should not be at the property management/inventory level.
Additionally, for system IA components (e.g. VPNs, IDSs, firewalls, etc.), indicate whether or not they are in compliance with the requirements of NSTISSP 11 (i.e., evaluated by either the International Common Criteria for Information Security Technology Evaluation Mutual Recognition Arrangement, the National Security Agency (NSA)/National Institute of Standards and Technology (NIST) National Information Assurance Partnership (NIAP) Evaluation and Validation Program, or the NIST Federal Information Processing Standard (FIPS) validation program).  If the components have not been evaluated in this manner, indicate if they are the same type as deployed by COMSPAWARSYSCOM PMW-161 (e.g. Gauntlet firewall, Real Secure IDS) or if they are unevaluated and not recognized by PMW 161.

Diagrams/Charts/Tables
None

References/Attachments

See 3.0

Hardware
Purpose

This paragraph provides a detailed description of the system’s security hardware components.  Hardware is the physical equipment of the system as opposed to programs, procedures, rules, data, and documentation.

Contents

Provide a complete list of the system security-relevant hardware components, including:

· Name

· Type

· Function

· Model/Version identifier

· Source: NDI (COTS), Developmental GOTS

· In the case of a hardware IA component, whether it is NSTISSP 11 compliant.

Guidance
Use a table to present the hardware component list.  If the development effort involves a change of existing hardware, identify the specific hardware components being changed.  If the hardware list is extensive, include it also as a new appendix to the SSAA.

Diagrams/Charts/Tables
Table

References/Attachments

None

1.5.1 Software
Purpose

This paragraph provides a detailed description of the system’s security software components.

Contents

Provide a complete list of the security-relevant system software components (operating system(s), database management system(s), software applications, IA software, software scripts, etc.)  The list specifies:

· Name

· Type

· Function

· Model/Version identifier

· Source: NDI (COTS), Developmental GOTS

· In the case of a software IA component, whether it is NSTISSP 11 compliant.

Identify OS configuration guides (DISA, NSA, Navy guides) to be used for operating system configuration and test.

Guidance
Use a table to present the security-relevant software component list.  Organize the lists in the table by type (e.g., operating system, applications, etc.)  If the development effort involves a change of existing software, identify the specific software components being changed.  If the software list is extensive, include it as a new appendix to the SSAA.

Diagrams/Charts/Tables
Software component list

References/Attachments

None

1.5.2 Firmware

Purpose

This paragraph provides a detailed description of the system’s firmware components.

Contents 

Provide a complete list of the system firmware components, including:

· Name

· Type

· Function

· Model/Version identifier

· Source: NDI (COTS), Developmental GOTS

· In the case of a firmware IA component, whether it is NSTISSP 11 compliant. 

Guidance
This level of detail may not be possible for COTS products.  Only describe firmware that is additional to the normal configuration of the component(s) subject to the SSAA.

Diagrams/Charts/Tables
Firmware Component List Table

References/Attachments

None

System Interfaces and External Connections

Purpose

This paragraph provides a description of the system interconnectivity.

Contents

Provide a brief description of each of the system’s external interfaces, including:

· The name and function of the external system

· The system components connected to the external system

· The type of connections (network, serial, etc.)

· The information assurance controls applied to the interface and connection

· Reference to the appropriate Memorandum(a) of Agreement in Appendix N, if applicable, if the system meets the connection approval requirements of the external system.

Guidance
Describe all security-related components in the interface.  Describe the connectivity rules applicable to each connecting system.  Diagram all connectivity.  Do not describe the data itself, which is covered in the following subsection.  

Define whether the system requires communications across an enclave boundary protected by a firewall enforcing the Fleet Firewall Policy.  If the system transits a firewall enforcing the Fleet Firewall Policy, include a statement to the effect that it is compliant with the policy.  If not, identify the ports and services in violation, describe a means of temporarily traversing the boundary (e.g. opening of certain ports/services to a restricted IP address set or use of an approved VPN), and reference a migration plan to achieve firewall compliance in SSAA Section 6.0.

For each external interface indicate if it meets the relevant connection approval requirements and reference the appropriate Memorandum(a) of Agreement in Appendix N, if applicable.

Diagrams/Charts/Tables
A connectivity diagram of the communications links connecting the components of the information system to the networks.  Label components.  Include security features (e.g., guards, firewalls, etc.).  This diagram should be inserted in Section 3.0, System Architectural Description, and referenced in this section.

References/Attachments

None

1.6 Data Flow
Purpose

This paragraph describes the system internal and external data flows and the method of data transmission between the system and external systems/networks.

Contents
Describe each of the system’s major internal and external data flows, identifying:

· The types of data (e.g., application data, control, timing, etc.) exchanged

· The direction of the flows

· Data classification (Confidential, Secret, Top Secret, etc.)

· The protocols (FTP, Telnet, HTTP, etc.) for data transmission required or desired for the mission need

· Encryption requirements and methods.

Guidance
The diagrams identify the major internal data flows and the flows between the system and its external connections, data classification, Red/Black separation, and whether the data flow is bi-directional, transmit only, or receive only.

Diagrams/Charts/Tables
Insert a system data flow diagram in Section 3.0, System Architectural Description, if available.

References/Attachments

System Architectural Description

1.7 Accreditation Boundary
Purpose

This paragraph identifies the system components included in the accreditation.

Contents

Provide:

· A diagram that clearly shows the boundary enclosing all the system components that are to be accredited and are described in the System Architecture Description. The diagram includes the interactive elements outside the accreditation boundary that are included in the description of the external interfaces

· The rationale for the definition of the Accreditation Boundary depicted in the diagram.

Guidance
The accreditation boundary contains all components included in the accreditation.  Include only major system components and security-relevant components in the accreditation boundary diagram, highlighting the security-relevant components.  The certification boundary includes all external equipment and interfaces that are necessary to perform the certification.

Diagrams/Charts/Tables
System block diagram(s) depicting the accreditation boundary.  Insert this diagram in Section 3.0, System Architectural Description.

References/Attachments

System Architectural Description

System Security Requirements

Purpose

This top-level paragraph provides an overview of the different types of security requirements and their sources.

Contents

Introduce the subsections addressing:

· National and DoD security requirements

· Navy security requirements

· Data security requirements

· Security CONOPS

· Network connection rules

· Configuration management requirements

· Reaccreditation requirements.

Guidance
Write this section after completing all the subsections.  Summarize the section.
Diagrams/Charts/Tables
None

References/Attachments

DoDI 8500.2

1.8 National and DOD Security Requirements

Purpose

This paragraph identifies all National and DoD security directives and instructions that impact the ultimate user of the system.

Contents

Identify the National and DoD sources for the security policies and requirements documented in appendices E and F and not listed by the DITSCAP (DODI 5200.40, paragraph 4).  Examples include:

· Public Laws

· National Acts

· National level directives

· Office of Management and Budget A-123 and OMB A-130

· NSTISSP 11 (National Information Assurance Acquisition Policy) Jan 2000 for IA product evaluation

· DOD (Information Assurance Vulnerability Alerts) IAVA 30 Dec 1999

· DOD directives, especially DODD 8500.1 and DODI 8500.2 

· The Trusted Computer Security Evaluation Criteria, if the system includes developed software applications with security features.

Guidance
The directive case security policies and requirements of Appendices E and F, respectively, are derived from these directives and instructions.  Identify all directives that will impact the ultimate user.  All directives and instructions listed here must be included in Appendix C and Appendix E or F as applicable.  If the list is extensive, do not include them here but provide a pointer to the National/DoD Security Requirements section of Appendix C.  

Diagrams/Charts/Tables
None

References/Attachments

DISA Information Assurance Support Environment (IASE) Policy & Guidance (http://iase.disa.mil/policy.html)

DISA Information Assurance Support Environment (IASE) Requirements Traceability Matrix (http://iase.disa.mil/ditscap/rtmdatabase.html)

1.9 Governing Security Requisites 

Purpose

This paragraph describes additional security instructions, policies, and requirements prescribed by local agencies and the DAA.  

Contents
Identify additional applicable security instructions, regulations, policies and requirements mandated by the Department of the Navy, responsible Navy Commands and the system DAA. In the case of joint acquisition programs involving non-Navy Services and Agencies, supplemental, relevant policies and requirements of these Services/Agencies will be referenced in this section.

Guidance
Comply with such requirements as:

· Fleet Firewall Policy 

· DoD Mobile Code Policy

· SABI/TABI instructions.

The directive case security policies and requirements of Appendices E and F, respectively, are derived from these directives and instructions.  Identify all directives that will impact the ultimate user.  All directives and instructions listed here must be included in Appendix C and Appendix E or F as applicable.  If the list is extensive, do not include them here but provide a pointer to Appendix C.  If system is SABI, TABI or TSABI, state so here.

Diagrams/Charts/Tables
None

References/Attachments

None

1.10 Data Security Requirements

Purpose

This paragraph describes additional security requirements associated with the nature of the data that is processed, stored, or transmitted by the system.

Contents

Identify security policies and requirements not covered in the previous subsections, which may be required due to exceptional types or properties of data.  An example of data in this category is crypto keys that may have special requirements for their storage and handling.

Guidance

Determine the type of data processed by the system.  The type of data may require additional protections, such as medical data or social security numbers.  Contact the data owner or organizations that share data with the system to determine their security requirements and additional protection requirements.  In the crypto key example, for instance, contact NSA for special “Key Management” doctrines or procedures.  Include these requirements in the Requirements Traceability Matrix as mission case requirements.

Diagrams/Charts/Tables
None

References/Attachments

None

1.11 Security CONOPS

Purpose

This paragraph provides a description of the information assurance architecture and strategy for protecting the system and its assets.

Contents

Provide:

· A high-level overview of the system’s security architecture

· Security Administration/Management

· IA controls (I&A, Audit, Confidentiality, Integrity, Availability, Non-repudiation)

· Operations Environment Security (Physical, Personnel, Operational Procedures, Maintenance)

· The security strategy:

· Describe how the security architecture components interoperate to implement the system security policies and protect mission-critical processing and data assets.

· The secure development life-cycle process

· Describe the security measures and environmental protections for ensuring the integrity of the system during its development.
Guidance

Describe the secure operation of the system in terms of inputs, processing, outputs, and interactions and connections with external systems.  Describe briefly the IA security architecture components, functions, and procedures in non-technical terms.  If the IA strategy is based on an underlying model such as Defense-in-Depth, state so.  Describe the security controls implemented at the external interfaces.

Diagrams/Charts/Tables
None

References/Attachments

None

1.12 Network Connection Rules

Purpose

This paragraph provides the requirements for connection of the system/network to other systems and external networks.

Contents

Provide:

· Any additional requirements to which the system must adhere if it is to be connected to a system or network beyond the accreditation boundary described in Paragraph 3.4 of the main document, Vol. III

· Requirements and processes for any other network or system to connect to this system.
Guidance
Describe in detail the security requirements and processes for connection of other systems/networks to the system.  Describe how the security of this system will be affected by interconnected elements and the policies (e.g., clearance and access parameters, classification and sensitivity levels) necessary to support interconnection with this system.  State any security expectations that must be fulfilled by systems and their users that interface to this system.  Conversely, reference or describe the security requirements this system must meet to connect to an external system/network.  For example, DISA has defined connection requirements for all systems connected to SIPRNet or NIPRNet.

Diagrams/Charts/Tables
Diagrams, maps, pictures, and tables may be used.

References/Attachments

Navy-Marine Corps NIPRNet Enclave Protection Policy, November 2001, Navy/Marine Corps Intranet (NMCI) Connection Approval Process (NCAP), Ver 3.0.2, August 2001

1.13 Configuration and Change Management Requirements
Purpose

This paragraph describes additional requirements based on the system configuration management plan and procedures.

Contents

Provide:

· The system configuration management regulations or instructions regarding the procedures for review and approval of modifications or changes to the system

· The need for the system’s compliance with the DISA Information Assurance Vulnerability Alert (IAVA) Program. The IAVA Program identifies and evaluates new vulnerabilities, issues bulletins and notifications describing appropriate technical responses, and tracks system compliance with these configuration management changes. 

Guidance

Review the system’s Configuration Management Policy or Configuration Management Review Board or Change Control Board charter to determine any security-related requirements.  For example, does the CM documentation describe the role of the Program Manager in the CM change control process?  An IAVA is a specific example requiring CM change control. Describe how IAVA compliance is integrated with the CM change control process and procedures (see Figure E4.6).  IAVA changes must be applied in the development phase as well as the operational phases of the system life cycle.
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 Figure E4.6  IAVA Process Overview
Diagrams/Charts/Tables
None

References/Attachments

System Configuration Management Policy

Configuration Management Review Board Charter

Change Control Board Charter

IAVA Process, Message R211417Z, October 1998 https://infosec.navy.mil/TEXT/DOCUMENTS/21oct98.html 

1.14 ReaccrediTation Requirements
Purpose

This paragraph provides recertification and reaccreditation requirements.

Contents

Provide any unique requirements related to system reaccreditation of the approval to operate.

Guidance

State the policy for reaccreditation of the system/network.  Two types of options will be covered: period-of-time options (e.g., every three years, etc.) and events option (e.g., a major security incident, system change, etc.).  List the kinds of events that will trigger a reaccreditation of the system.

Information processing assets will be reaccredited at least every 3 years or when a change has been made that impacts security.  The PM must submit a request for reaccreditation under the following conditions:

· A change in criticality or sensitivity level of the information processed

· A breach of security or violation of system integrity, which reveals a flaw in security design, system security management, policy, or procedure

· A change in the threat environment impacting overall system risk

· A change in the system security mode of operation

· A change in the operating system, security software, or hardware that affects the accredited security countermeasure implementation.

Diagrams/Charts/Tables
None

References/Attachments

None

Organizations and Resources

Purpose

This paragraph provides an overview of the organization(s) responsible for ensuring system compliance with the SSAA.  Possible items to include are a list of points of contacts for each organization.  

Contents

Introduce the subsections describing:

· The organization(s) responsible for ensuring compliance with the C&A process

· The resources to support the organization(s) in completing the C&A effort

· Training for the C&A team

· Other supporting organizations.

Guidance
Write this last.  Summarize the subsections.
Diagrams/Charts/Tables
None

References/Attachments

None

1.15 Organizations

Purpose

This paragraph identifies the organizations responsible for and actively participating in the C&A process.  

Contents

Provide:
· A description of the programmatic organization (Program Executive Officer (PEO), PMW, Program/Project Management, Sea (PMS)) responsible for ensuring compliance with the SSAA 

· List the roles and responsibilities of all participants, including the DAA, CA, user representative, PM, and any other organizations that may be needed to support the C&A effort.  Provide a point of contact for each participant and organization.

Guidance

Identify the DAA by name.  Identify other key players by organization and title.

Diagrams/Charts/Tables
None

References/Attachments

None

1.16 Resources

Purpose

This paragraph identifies personnel and financial resources required to conduct C&A.

Contents

The SSAA must identify all costs relevant to the C&A process, include:

· Individuals from other government organizations or contractor support temporarily detailed to assist in the C&A process

· Travel

· Test tools.

Guidance

Identify all resources in terms of personnel, personnel skills, travel, and tools that will be required to conduct the C&A.  It should be developed after or in conjunction with Section 6.2 Task and Milestones, Section 6.3 Schedule Summary and Section 6.4 Level of Effort of the SSAA.  
Diagrams/Charts/Tables
A table may be used to present the funding requirements.

References/Attachments

NSTISSI 4015

1.17 Training

Purpose

This paragraph provides a description of the certification team training.

Contents

Provide:

· Training requirements

· Types of training

· Who is responsible for preparing and conducting training

· Equipment that will be required to conduct training

· Training devices that must be developed to accomplish training.

Guidance

State that no special training is required for the certification team unless a special requirement is identified.  For example, a government developed system/network product, in limited use, with security relevant properties, may require the certification agent team receive training in the function and security-relevant aspects of the component before they can develop and execute the test procedures for the component.
Diagrams/Charts/Tables
None

References/Attachments

None

1.18 Other Supporting Organizations

Purpose

This paragraph identifies any other organizations or working groups supporting the C&A process.  

Contents

Describe “Security Teams” that may be formed to support the C&A or any portion of the DITSCAP process to include:

· Composition

· Roles

· Responsibilities

· Schedule

· Funding.

Guidance

Identify other organizations, working groups, or special teams who are required to perform action relevant to the C&A of the system.  Consider teams such as:

· Accreditation Team

· Certification Team

· Information Systems Security Working Group (ISSWG)

· Secret and Below Initiative (SABI)

· DoD Security Accreditation Working Group (DSAWG)

· Test Planning working group that may be formed to facilitate the DITSCAP process

· Fleet Information Warfare Center (FIWC) Red Team.

Diagrams/Charts/Tables
A table may be used.

References/Attachments

None

DITSCAP Plan

Purpose

This top-level paragraph provides an overview of the DITSCAP plan.

Contents

Introduce the following:

· Tailoring factors

· Tasks and milestones

· DITSCAP schedule

· Level of effort

· Roles and responsibilities

· The level of certification analysis.

Guidance

Any deviation from the DITSCAP must be identified and justified.  If none, so state.  Explain the impact on the process and the system.  If this is an incremental build, include in the DITSCAP Plan the increments that will be certified and accredited.  
Diagrams/Charts/Tables
None

References/Attachments

None

1.19 Tailoring Factors

Purpose

This paragraph describes tailoring of the DITSCAP for this system. 

Contents

Introduce the subsections describing alterations made to the application of the DITSCAP in the following areas: 

· Programmatic considerations

· Security environment

· IS characteristics

· Reuse of previously approved solutions.

Guidance

Summarize any tailoring described in the following subsections.

Diagrams/Charts/Tables
None

References/Attachments

None

1.19.1 Programmatic considerations

Purpose

This paragraph describes any DITSCAP tailoring due to programmatic considerations.  

Contents

Identify the programmatic considerations that cause the system C&A process to deviate from the standard DITSCAP. Examples of these considerations are: 

· The location of the system is in its acquisition life cycle, when DITSCAP is applied. A system in the integration and test phase will follow a different C&A process from a system that involves DITSCAP from the beginning of its development

· The system development methodology used – rapid prototyping, incremental builds, etc.

· The scope of the development – major upgrade, minor enhancements, COTS/GOTS integration, etc.

Guidance

Any deviation from the DITSCAP must be identified and justified.  If none, state so.  Explain the impact on the process and the system.  If this is an incremental build, include in the DITSCAP Plan the increments that will be certified and accredited.  The two most common tailoring situations are: 1) type accreditation and 2) systems already beyond DITSCAP Phase 2 in their life cycle (commonly known as legacy systems).

Diagrams/Charts/Tables
None

References/Attachments

None

1.19.2 Security Environment

Purpose

This paragraph identifies any security requirements that might affect the level of effort required for the C&A.

Contents

Identify the security requirements affecting the C&A level of effort.  Examples of situations in which security requirements increase the level of effort are:

· Changes to the system security requirements in the later stages of the system development cycle, extending the DITSCAP Verification and Validation phases

· Additional target field sites environments, which differ appreciably from the type accreditation environment in Section 2 of the SSAA, necessitating an expanded testing and risk assessment effort. 

Guidance
Describe how security conditions may evolve if the system is to be employed in a new security environment.  Describe changes in the technical and non-technical security requirements relating to personnel, physical, administrative, procedural, operational, computer, network, and communications security components.  If none, state so.

Diagrams/Charts/Tables
None

References/Attachments

None

1.19.3 Information Systems Characteristics 

Purpose

This paragraph identifies the system characteristics that influence the level of C&A effort and determines a “certification level” describing the level of certification analysis required for the system.

Contents

Provide the system Certification Level (CL).  Identify any other system characteristics that might impact the DITSCAP activities or C&A level of effort.

Guidance

Complete the following table, 6.1.3a, using the definitions and instructions provided in DoD 8510.1-M, Paragraph C3.4.8.2.1, and include it in the SSAA.  Alternatively, Table 6.1.3b can be used to determine the Certification Level.
Diagrams/Charts/Tables
Table 6.1.3a System Characteristics and Weights

	Characteristic 
	Alternatives and Weights
	Weight

	Interfacing Mode 
	Benign (w=0), Passive (w=2), or Active(w=6)
	

	Processing Mode
	Dedicated (w=1), Compartmented (w=2), System High (w=5), or Multi-level (w=8)
	

	Attribution Mode
	None (w=0), Rudimentary (w=1), Selected (w=3), Comprehensive (w=6)
	

	Mission-Reliance
	None (w=0), Cursory (w=1), Partial (w=3), Total (w=7)
	

	Availability
	Reasonable (w=1), Soon (w=2), ASAP (w=4), Immediate (w=7)
	

	Integrity
	Not-applicable (w=0), Approximate (w=3), Exact Information (w=6)
	

	Information Categories
	Unclassified (w=1), Sensitive (w=2), Confidential (w=3), Secret (w=5), Top Secret (w=6), Compartmented/Special Access Classified (w=8)
	

	
	Total of all weights
	


Table 6.1.3b Alternate Table to Determine Certification Level
	
	COMPLEXITY (Operating Mode)

	
	Dedicated. 

Good commercial practice.  May also include:

· NIST FIPS validated cryptography 

· Software certificates

· Digital signature

· Class 3 PKI Certificates 
	System High. 

Minimum Navy requirements for I&A, Access, and Audit. May also include:

· Hardware security tokens 

· Class 4 PKI Certificates 

· NSA-certified key management
	Multilevel Secure. 

Most stringent protection and countermeasures. May also include: 

· NSA-certified Type 1 cryptography 

· NSA Type 1 digital signature

· Class 5 PKI Certificates 

	EXPOSURE
	Stand Alone
	LAN
	WAN
	Stand Alone
	LAN
	WAN
	LAN / WAN

	CRITICALITY
	
	
	
	
	
	
	

	MISSION ASSURANCE CATEGORY I
Systems handling information that is determined to be vital to the operational readiness or mission effectiveness of deployed and contingency forces in terms of both content and timeliness. The consequences of loss of integrity or availability of a MAC I system are unacceptable and could include the immediate and sustained loss of mission effectiveness. Mission Assurance Category I systems require the most stringent protection measures.
	CL–2


	N/A
	N/A
	CL–3


	CL–3


	CL–3


	CL–4



	MISSION ASSURANCE CATEGORY II  

Systems handling information that is important to the support of deployed and contingency forces. The consequences of loss of integrity are unacceptable. Loss of availability is difficult to deal with and can only be tolerated for a short time. The consequences could include delay or degradation in providing important support services or commodities that may seriously impact mission effectiveness or operational readiness. Mission Assurance

Category II systems require additional safeguards beyond best practices to ensure assurance.
	CL–1


	N/A


	N/A


	CL–2


	CL–3


	CL–3


	CL–4



	MISSION ASSURANCE CATEGORY I            Systems handling information that is necessary for the conduct of day-to-day business, but does not materially affect support to deployed or contingency forces in the short-term. The consequences of loss of integrity or availability can be tolerated or overcome without significant impacts on mission effectiveness or operational readiness. The consequences could include the delay or degradation of services or commodities enabling routine activities. Mission Assurance Category III systems require protective measures, techniques, or procedures generally commensurate with commercial best practices (reference (a)).
	CL–1
	N/A
	N/A
	CL–2


	CL–2


	CL–3


	N/A




References/Attachments

DoDI 8500.2

1.19.4 Reuse of Previously Approved Solutions 

Purpose

This paragraph describes DITSCAP tailoring due to reuse of previously approved solutions.

Contents

Describe alterations made to the application of the DITSCAP related to reuse of previously approved solutions.

Guidance

Describe the security approval of a system component previously accredited or approved.  For example, a system component that is on the National Security Agency’s Evaluated Products List (EPL) or has been previously certified or accredited may not require further testing even though it is within the accreditation boundary.  If none, state so.
Diagrams/Charts/Tables
None

References/Attachments

None

1.20 Tasks and Milestones

Purpose

This paragraph describes the DITSCAP planning tasks.

Contents

Provide the following details for the major activities planned for each phase of the system’s certification and accreditation:

· A title and brief description

· The C&A role (DAA, PM, CA, CA Agent, User Representative) responsible for completing the activity

· The estimated level of effort to complete the activity in terms of staff-days.

Guidance

This section may be presented in a table format similar to the one shown below under Diagrams/Charts/Tables. This table can be referenced in Sections 6.4, Level of Effort, and 6.5, Responsibilities, eliminating the need to develop text for those sections.  An alternate approach for documenting the C&A plan is to use a Gantt chart tool. Section 6.3, Schedule Summary, and Sections 6.4 and 6.5 can reference it.

Diagrams/Charts/Tables
C&A TASK ACTIVITIES

	Task

Activity

Title
	Task Activity

Description
	Responsibility
	Level of Effort

	
	
	
	

	
	
	
	

	
	
	
	


References/Attachments

None

1.21 Schedule SUmmary

Purpose

This paragraph provides a chronological sequence of events, summarizing the development and status of the SSAA.

Contents

Provide a schedule for each of the task activities identified in Section 6.2 and include the major C&A milestones.

Guidance

Include dates for activities and milestones.
Diagrams/Charts/Tables
Gantt chart, project plan, or equivalent.

References/Attachments

None

1.22 Level of Effort

Purpose

This paragraph defines the level of effort in terms of hours and dollars to implement the DITSCAP.

Contents

Identify the level of effort to perform all C&A tasks.

Guidance

Reference the C&A task activities table or Gantt chart in Section 6.2.
Diagrams/Charts/Tables
None

References/Attachments

None

1.23 Roles and Responsibilities

Purpose

This paragraph identifies and describes the roles and responsibilities of those responsible for planning and conducting the C&A task activities and developing the SSAA.

Contents

Identify the responsibilities and identities of the persons and organizations responsible for the development, execution, maintenance, and evaluation of the SSAA.

Guidance

Reference the C&A task activities table or project plan in Section 6.2.
Diagrams/Charts/Tables
None

References/Attachments

None

Acronyms

Purpose

This appendix lists all acronyms contained in the SSAA.

Contents

Provide a list of the acronyms

Guidance

Include in the list the acronyms found in Sections 1 through 6 of the SSAA and its Appendices.
Diagrams/Charts/Tables
Table of acronyms

References/Attachments

None

Definitions

Purpose

This appendix lists definitions for technical terms contained in the SSAA.

Contents

Provide a list of the definitions for terms that are particular to the system.

Guidance

Include in the list the terms found in Sections 1 through 6 of the SSAA and its Appendices.
Diagrams/Charts/Tables
Table of definitions

References/Attachments

None

References

Purpose

This appendix lists all references applicable to the development of this SSAA for this system.

Contents

List references pertinent to the system accreditation.

Guidance

List references found in the main body of the SSAA and its appendices, grouped in a logical order.
Diagrams/Charts/Tables
None

References/Attachments

None

System Concept of Operations (CONOPS)

Purpose

This appendix contains the system concept of operations (CONOPS), if available.

Contents

Provide the System CONOPS.

Guidance

If the CONOPS document is unavailable, include a statement of its status.    Include Trusted Facility Manual, and Security Features Users’ Guide, if available.

For extenuating circumstances where a CONOPS is not developed for a particular system, an operational requirements document (ORD) can be used, or the PM shall develop the Systems CONOPS.
Diagrams/Charts/Tables
None

References/Attachments

If the system CONOPS is too lengthy, provide a reference to it and include a copy of the cover and table of contents in this Appendix.

Information System Security Policy

Purpose

This appendix documents the information system security policy for this system.

Contents

List the relevant security policies and objectives from which the system security requirements in Appendix F are derived.  For each policy/objective include a unique ID, a policy statement, and the source document(s), if applicable, for the statement.  The ID facilitates tracing between security policies/objectives and the requirements in Appendix F.

Guidance

Incorporate the policy statements into a policy traceability matrix, as shown below under Diagrams/Charts/Tables.  Begin with policy in DoDD 8500.1.  Several matrices are shown corresponding to the different levels of source for policies and objectives described in SSAA Sections 4.1, 4.2, and 4.3. These sections will point to these matrices.  

NOTE:  The Common Criteria style/format combines Appendices E, F and possibly D.  It is acceptable to combine these, providing all of the issues are addressed. 

Diagrams/Charts/Tables

NATIONAL/DOD DIRECTIVES

	Policy ID
	Policy Statement
	Source Document

	
	      
	


GOVERNING REQUISITES

	Policy ID
	Policy Statement
	Source Document

	
	      
	


DATA SECURITY

	Policy ID
	Policy Statement
	Source Document

	
	      
	


References/Attachments

DISA Information Assurance Support Environment (IASE) Policy & Guidance (http://iase.disa.mil/policy.html).  

The Navy INFOSEC Web Site (https://infosec.navy.mil)

Security Requirements and/or Requirements Traceability Matrix

Purpose

This appendix documents the security requirements that will be the basis for the verification and validation of the system/network that are the subject of this SSAA.  

Contents

List the security requirements as derived from DoDI 8500.2 and the security policies/objectives of Appendix E and which are the subject of the DITSCAP Certification Test and Evaluation (CT&E) and/or System Test and Evaluation (ST&E).  

Guidance

Use a Requirements Traceability Matrix (RTM) format to compile the requirements.  A sample RTM template is shown under Diagrams/Charts/Tables.  This RTM template is intended for use in DITSCAP Phases 1, 2, and 3.  

At the end of Phase 1, the Requirement ID, Requirement Description, Policy ID and, possibly, the Comments columns should be filled in.  In Phase 2 the test-related columns, reflecting CT&E procedures and results, and the “Comments” column, if applicable, should be completed.  Include the Phase 2 RTM with the CT&E test reports in Appendix P. Similarly, for Phase 3 the RTM will reflect the ST&E, instead of the CT&E procedures and results, and will be inserted in Appendix P. 

Sources from which security requirements appropriate to the subject information system may be selected are listed below under References/Attachments.   

If an RTM is not used, the appendix must contain a trace between the security policy statements and the security requirements.  

NOTE:  The Common Criteria style/format combines Appendices E, F and possibly D.  It is acceptable to combine these, providing all the issues are addressed.

Diagrams/Charts/Tables
In using the RTM Template:

· The Source Document identifies document and paragraph/section

· The Policy ID is taken from Appendix E

· The Test Procedure ID references the CT&E or ST&E ID(s)

· Test Methods are interview (I), document review (D), test (T), and observation (O).

RTM TEMPLATE

	Req.

ID
	Requirement

Description
	Source

Document
	Policy 

ID
	Test Method1
(I,D,T,O)
	Test Procedure2*
ID
	Test Result3 

(P/F)
	Comments

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


Note 1 – not required after Phase 1

Note 2 – not required for Phase 1

Note 3 – not required for Phases 1 or 2 *if adding this column would result in making the document classified, delete the column and maintain the information in the test results section.

References/Attachments

DISA Information Assurance Support Environment (IASE) Policy & Guidance (http://iase.disa.mil/policy.html)

DISA Information Assurance Support Environment (IASE) Requirements Traceability Matrix (http://iase.disa.mil/ditscap/rtmdatabase.html)

DoD Intelligence Information Systems (DODIIS) Security Certification and Accreditation Guide, March 2000.

DoD 8510.1-M DITSCAP Application Manual, July 2000

DoDI 8500.2 Information Assurance Implementation

Certification Test and Evaluation Plan and Procedures (Type Only)

Purpose

This appendix provides the plan and procedures for conducting Certification Test & Evaluation (CT&E) on this system.

Contents

Provide the CT&E Plan and Procedures for the system. The procedures will address the requirements in Appendix F and in the Minimal Security Activity Checklist (MSAC) that are “testable” in the development test and integration environment.  In general, these are the security requirements associated with the system’s automated information assurance technology and the integrity of the design and implementation of the security architecture.

Guidance

An example of the Table of Contents for a Test and Evaluation Plan and Procedures is: 

1. Introduction

2. Test Approach

2.1 Test Objectives

[Reference the RTM in Appendix F or include the RTM as an Appendix]

     2.2 Test Environment Description

     2.3 Test Conduct Methodology

     2.4 Evaluation Criteria

     2.5 Roles and Responsibilities

     3. Test Procedures

Title

Test Objectives [Identify requirements verified by the test]

Test Conduct Steps

Expected Results

Actual Results (Pass/Fail, Comment)

Diagrams/Charts/Tables
None

References/Attachments

Naval Information Systems Security (INFOSEC) Test and Evaluation (T&E) Guidebook, IA Pubs 5239-18, February 1998
Security Test and Evaluation Plan and Procedures

Purpose

This appendix provides the plan and procedures for conducting Security Test & Evaluation (ST&E) on this system.

Contents

Provide the ST&E Plan and Procedures for the system.  The procedures will not repeat all the tests performed in CT&E.  They will verify that the system components are installed and configured at the representative site as they were in the CT&E environment.  They also will define tests for any security functionality not tested during CT&E.  For systems rated at Certification Levels 3 and 4, this Appendix will include penetration-testing procedures. 

In addition to the above technical requirements the ST&E procedures will address the system’s non-technical, site-specific security requirements, including those identified in the MSAC.

Guidance

The format for the ST&E Plan and Procedures follows the CT&E outlined in the Appendix G Guidance. Further guidance in developing the ST&E Plan and Procedures is available in the references to this section.
Diagrams/Charts/Tables
None

References/Attachments

Naval Information Systems Security (INFOSEC) Test and Evaluation (T&E) Guidebook, IA Pub 5239-18, February 1998.
     Applicable System Development Artifacts or System Documentation

Purpose

This appendix lists system development and supporting documentation as it relates to security.

Contents

Provide:

· A list of appropriate system development documents, including:

· Title

· A brief description of the document’s content

· System status (Existing, with completion dates, or Planned, with projected availability dates).

Guidance

Present the list as a table.  Specify the source of the documentation.
Diagrams/Charts/Tables
System development artifacts or system documentation table

References/Attachments

None

     System Rules of Behavior

Purpose

This appendix details the system rules of behavior.

Contents

Include only specific PM guidance and direction from Paragraph 2.1.3 that the PM expects will be performed by and at the target sites to support/implement the type accreditation; otherwise, state: “Not applicable.  The [SYSTEM] is type accredited.”
Guidance

None
Diagrams/Charts/Tables
None

References/Attachments

None

Incident Response Plan

Purpose

This appendix details the incident response plan used in the event a security breach is discovered or detected.

Contents

Include only specific PM guidance and direction that must be performed by and at the target sites to support/implement the type accreditation; otherwise, state: “Not applicable.  The [SYSTEM] is type accredited.”
Guidance

None
Diagrams/Charts/Tables
None

References/Attachments

Existing incident response plan

IA Publication 5239-19, Computer Incidence Response

Contingency Plans

Purpose

This appendix describes the system emergency responses and backup/recovery procedures.  Contingency Plans are very site specific.  

Contents

Provide only specific PM guidance and direction that must be performed by and at the target sites to support/implement the type accreditation; otherwise, state: “Not applicable.  The [SYSTEM] is type accredited.”

Guidance

None
Diagrams/Charts/Tables
None

References/Attachments

None

Personnel Controls and Technical Security Controls

Purpose

This appendix is based on policy not contained in Appendix E related to personnel and technical security control and is an extension of SSAA Section 2, Environment Description.

Contents

Provide only specific PM guidance and direction from Paragraph 2.1.4 that must be performed by and at the target sites to support/implement the type accreditation; otherwise, state: “Not applicable.  The [SYSTEM] is type accredited.”
Guidance

Include the Trusted Facilities Manual (TFM), or equivalent, as part of this appendix if available.
Diagrams/Charts/Tables
None

References/Attachments

SOPs, if available

Memorandum(a) of Agreement/Security Interconnect Agreements

This appendix contains all the memorandums of agreement (MOA), memorandum of understanding (MOU) and Security Interconnect Agreements required to operate the system/network.

Contents

Provide copies of the MOA, MOU and Security Interconnect Agreements forged between the organizations responsible, respectively, for the system and its external interfaces.

Guidance

MOAs are required when systems owned by different DAAs seek to connect to each other.  Each DAA provides the other evidence of DITSCAP security documentation for review prior to MOA approval and integration.  Connection approval process rules maybe used in lieu of MOA(s)/MOU(s) for large interconnected system, such as the SIPRNet or NIPRNet.
Diagrams/Charts/Tables
None

References/Attachments

Attach MOA(s)/MOU(s) or connectivity rules, if applicable

Security Education, Training and Awareness Plan

Purpose

This appendix describes further details on the security training.

Contents

Provide:

· Security training and awareness policies

· Potential security problem areas associated with inadequate levels of training and awareness.
Guidance

Define the requirements of the security awareness and training program.  Include only specific PM guidance and direction from Paragraph 2.1.8 that must be performed by and at the target sites to support/implement the type accreditation; otherwise, state: “Not applicable.  The [SYSTEM] is type accredited.”
Diagrams/Charts/Tables
None

References/Attachments

System training plan

Test and Evaluation Report

Purpose

This appendix is the repository for the test and evaluation reports generated during system CT&E and ST&E.

Contents

Provide the results of:

· CT&E

· ST&E

· MSAC evaluations.

Guidance

The test results are reported here.  "Hard" test results will be annotated.  A quick-book report that summarizes the test results and final test report will be posted here.  If reports are classified, or are too lengthy to be inserted in this appendix, place them under separate cover and reference them here.  

Diagrams/Charts/Tables
None

References/Attachments

Test reports not included in the appendix

Residual Risk Assessment Results

Purpose

This appendix provides the results of the risk assessments performed over the system life cycle.

Contents

Provide the risk assessment results report with:

· A description of each vulnerability identified in the vulnerability analysis of the system:

· Describe the risk to the system represented by the magnitude of mission impact (loss/damage) resulting from the successful exploitation of the vulnerability by a threat agent

· Describe any countermeasures to reduce risk to the DAA-defined Acceptable Level for the system documented in Section 1.3.2 of this enclosure

· A Statement of Residual Risk:

· Determine the overall system risk based on the assessments of the individual vulnerabilities

· If the overall risk level matches or is less than the Acceptable Level, a simple System level Summary Statement is sufficient

· If the overall risk level exceeds the Acceptable Level, identify the major sources of the risk by information assurance areas (confidentiality, integrity, authentication, nonrepudiation, and availability), either individually or grouped, and provide a Summary Recommendation for reducing the assessed risk to the Acceptable Level or below.

Guidance

The DITSCAP Application Manual, D0D 8510.1-M, requires the completion of a MSAC in Phases 2 and 3. Include a copy of the completed MSAC in this Appendix if Certification Level 1 (CL-1). For programs evaluated at CL-1 (See Table 6.1.3b of this enclosure), only an MSAC is required.   An example of an MSAC for CL-1 systems is provided in Appendix 2 of DoD 8510.1-M.  For CL-2 and above, an MSAC would be redundant.

IA Pub 5239-16, Risk Assessment Guidebook, delineates the DoN approach and methodology for conducting risk assessments.  It suggests the following format for the risk assessment report:

Executive Summary

1.0.
Introduction

1.1
Purpose

1.2
Scope

2.0.
Risk Assessment Approach

3.0.
Threat Statement

4.0.
Findings

4.1
Finding #1:


Requirement:


Failed Test:


Vulnerability:


Likelihood of Successful Exploitation:


Magnitude of Impact:


Risk:


Recommended Countermeasures:

4.2
Finding #2:


Requirement:


Failed Test:


Vulnerability:


Likelihood of Successful Exploitation:


Magnitude of Impact:


Risk:


Recommended Countermeasures:

4.3
Finding #n:

Requirement:


Failed Test:


Vulnerability:


Likelihood of Successful Exploitation:


Magnitude of Impact:


Risk:


Recommended Countermeasures:

5.0
Statement of Residual Risk
Diagrams/Charts/Tables
A chart may be used to present the risk assessment findings.

References/Attachments

IA Pub 5239-16, Risk Assessment Guidebook, March 2003

Certification and Accreditation Statements

Purpose

This appendix contains the formal authorization statements issued by the CA and DAA for the system to operate and supporting accreditation documentation.

Contents

Provide copies of:

· Requests for DAA Approval from the Program Office

· Endorsement Letters from the Certification Authority

· DAA Letters of Approval/Accreditation

· Approval to Proceed

· Interim Approval to Operate

· Approval to Operate.

Guidance

If an IATO has been issued, state the reasons the system does not meet the requirements of the SSAA and the reasons the criticality of the mission mandates that the system become operational.

If the DAA withholds accreditation, state the specific reason(s) for the denial, and, if possible, recommended solution.

Include a statement that the type accreditation provides official authorization to employ identical copies of a system in a specified environment.

Templates of letters for C&A are contained in the reference cited below.
Diagrams/Charts/Tables
None

References/Attachments

COMSPAWARSYSCOM PMW 161, Certification Authority Concept of Operations
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IAVA Process Overview

		Vulnerabilities are identified by DISA

		IAVA is posted to OCRS  web site



		DISA sends alert to NCTF-CND

		PMW 161 conducts technical assessment within 2-3 days

		ALCOM issued for Navy commands for compliance assessment via IAVA OCRS



3: Response Gathering

2: Alert Distribution

4: Response Reporting

1: Vulnerability Identification

		IAVA POCs reply directly to the IAVA OCRS website their vulnerability/compliance status



		NCTF-CND reporting complete

		NCTF-CND forwards Navy responses to DISA



Four Basics Steps, 30-day Timeline



Here’s how  the process works.  It’s important to note that the complete timeline, from initial notification; to implementation of corrective action, is supposed to take no more than 30 days. 

Vulnerability Identification: DISA identifies and posts vulnerability notifications.  Most of these are from CERT (Computer Emergency Response Team) advisories and most are COTS-product related.  Much of  this information can usually be found on vendor web sites, as well. 

Alert Distribution: NCTF-CND must confirm receipt of alert within 5 working days back to DISA.  We, within PMW 161, perform a technical assessment to confirm that the vulnerability affects Navy systems and confirm that DISA’s initial technical analysis and solution (fix) is correct.  An ALCOM message is sent out from NCTF-CND to communicate the posting to all affected parties via registrants of  the OCRS (Online Compliance Reponse System).  PMW 161 also sends out a “user-friendly” version to all SPAWAR POCs.  

Response Gathering and Reporting: Within the SPAWAR claimancy, PMW 161 collects vulnerability and compliance data from identified PD and PMW POCs, as well as POCs from each of our field activities via the OCRS. This data is now entered into a online database and compliance reports are produced.  PMW 161 reviews these reports and produces a summary report.  NCTF-CND is notified when we have completed our response and the information on the OCRS is accurate.  It is NCTF-CND’s responsibility to aggregate all Navy responses and report to DISA.
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